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Experimental Internet Stream Protocol, Version 2 (ST-11)

Status of this Meno

This neno defines a revised version of the Internet Stream Protocol,
originally defined in | EN-119 [8], based on results from experinents
with the original version, and subsequent requests, discussion, and
suggestions for inprovenents. This is a Limted-Use Experinental

Protocol. Please refer to the current edition of the "I AB Oficial
Prot ocol Standards" for the standardi zation state and status of this
protocol. Distribution of this nmeno is unlinited.

1. Abst ract

This meno defines the Internet Stream Protocol, Version 2 (ST-11), an
| P-l1ayer protocol that provides end-to-end guaranteed service across
an internet. This specification obsoletes IEN 119 "ST - A Proposed
Internet Stream Protocol"” witten by JimForgie in 1979, the previous

specification of ST. ST-I1 is not conpatible with Version 1 of the
protocol, but maintains nmuch of the architecture and phil osophy of
that version. It is intended to fill in sonme of the areas left

unaddressed, to nmake it easier to inplenent, and to support a wi der
range of applications.
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2. I ntroduction

ST has been devel oped to support efficient delivery of streamnms of
packets to either single or nultiple destinations in applications
requi ring guaranteed data rates and controll ed del ay characteristics.
The notivation for the original protocol was that IP [2] [15] did not
provide the delay and data rate characteristics necessary to support
voi ce applications.

ST is an internet protocol at the same layer as IP, see Figure 1. ST
differs fromlIP in that IP, as originally envisioned, did not require
routers (or internediate systens) to nmamintain state infornation
descri bing the streans of packets flow ng through them ST

i ncorporates the concept of streans across an internet. Every
intervening ST entity maintains state information for each stream
that passes through it. The streamstate includes forwarding

i nformation, including nulticast support for efficiency, and resource
i nformati on, which allows network or |ink bandwi dth and queues to be
assigned to a specific stream This pre-allocation of resources
al l ons data packets to be forwarded with | ow del ay, |ow overhead, and
a low probability of |loss due to congestion. The characteristics of
a stream such as the number and | ocation of the endpoints, and the
bandwi dth required, may be nodified during the lifetinme of the
stream This allows ST to give a real tinme application the
guar ant eed and predi ctabl e comuni cation characteristics it requires,
and is a good vehicle to support an applicati on whose conmuni cati ons
requirenents are relatively predictable.

ST proved quite useful in several early experinents that involved

voi ce conferences in the Internet. Since that tine, ST has al so been
used to support point-to-point streans that include both video and
voice. Recently, multinmedia conferencing applications have been
devel oped that need to exchange real -tinme voice, video, and pointer
data in a multi-site conferencing environnent. Miltinmedia
conferencing across an internet is an application for which ST

provi des ideal support. Sinulation and wargam ng applications [14]
al so place sinilar requirenents on the conmunication system O her
applications may include scientific visualization between a nunber of
wor kst ati ons and one or nore renote superconputers, and the
collection and distribution of real-tine sensor data fromrenote
sensor platforns. ST may al so be useful to support activities that
are currently supported by IP, such as bulk file transfer using TCP

Transport protocols above ST include the Packet Video Protocol (PVP)
[5] and the Network Voice Protocol (NVP) [4], which are end-to-end
protocol s used directly by applications. Oher transport |ayer
protocol s that nmay be used over ST include TCP [16], VMIP [3], etc.
They provide the user interface, flow control, and packet ordering.
This specification does not describe these higher |ayer protocols.
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2. 1. Maj or Di fferences Between ST and ST-|
ST-11 supports a wider variety of applications than did the
original ST. The differences between ST and ST-I1 are fairly

straight forward yet provide great inprovenents. Four of the nore
notabl e differences are:

1 ST-11 is decoupled fromthe Access Controller (AC). The
AC, as well as providing a rudimentary access contro
function, also served as a centralized repository and

di stributor of the conference information. If an ACis
necessary, it should be an entity in a higher |ayer
protocol. A large variety of applications such as

conferencing, distributed sinulations, and wargani ng can
be run without an explicit AC

2 The basic streamconstruct of ST-11 is a directed tree
carrying traffic awnay froma source to all the
destinations, rather than the original ST s omipl ex
structure. For exanple, a conference is conposed of a
nunber of such trees, one for traffic fromeach
participant. Although there are nore (sinplex) streams in
ST-11, each is nmuch sinpler to manage, so the aggregate is
much sinpler. This change has a mninal inpact on the
application.

3 ST-11 defines a nunber of the robustness and recovery
mechani sms that were left undefined in the original ST
specification. |In case of a network or ST Agent failure,
a streamnmay optionally be repaired automatically (i.e.
wi t hout intervention fromthe user or the application)
using a pruned depth first search starting at the ST Agent
i medi ately preceding the failure.

4 ST-11 does not nmake an inherent distinction between
streans connecting only two communi cants and streans anong
an arbitrary nunber of conmunicants.

This neno is the specification for the ST-11 Protocol. Since
there should be no ambiguity between the original ST specification
and the specification herein, the protocol is sinply called ST
hereafter.

ST is the protocol used by ST entities to exchange infornation.
The sanme protocol is used for comunication anong all ST entities,
whet her they comruni cate with a higher |ayer protocol or forward
ST packets between attached networks.

The renai nder of this section gives a brief overview of the ST
Protocol. Section 3 (page 17) provides a detailed description of
the operations required by the protocol. Section 4 (page 75)
provi des descriptions of the ST Protocol Data Units exchanged
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between ST entities. |ssues that have not yet been fully
addressed are presented in Section 5 (page 131). A glossary and
list of references are in Sections 6 (page 135) and 7 (page 143),
respectively.

This meno al so defines "subsets" of ST that can be inplenented. A
subsetted i npl enentati on does not have full ST functionality, but
it can interoperate with other simlarly subsetted

i mpl enentations, or with a full inplementation, in a predictable
and consistent manner. This approach allows an inplenentation to
be built and provide service with minimumeffort, and gives it an

i medi ate and well defined growth path.

2. 2. Concepts and Ter mi nol ogy

The ST packet header is not constrained to be conpatible with the
| P packet header, except for the |IP Version Nunber (the first four
bits) that is used to distinguish ST packets (IP Version 5) from

| P packets (I P Version 4). The ST packets, or protocol data units
(PDUs), can be encapsulated in IP either to provide connectivity
(possibly with degraded service) across portions of an internet
that do not provide support for ST, or to allow access to services
such as security that are not provided directly by ST

An internet entity that inplenents the ST Protocol is called an
"ST Agent". W refer to two kinds of ST agents: "host ST
agents", also called "host agents" and "internedi ate ST agents"”
also called "intermedi ate agents". The ST agents functioning as
hosts are sourcing or sinking data to a higher |ayer protocol or
application, while ST agents functioning as internedi ate agents
are forwardi ng data between directly attached networks. This
distinction is not part of the protocol, but is used for
conceptual purposes only. Indeed, a given ST agent may be

si mul t aneously perform ng both host and internediate roles. Every
ST agent shoul d be capable of delivering packets to a higher |ayer
protocol. Every ST agent can replicate ST data packets as
necessary for multi-destination delivery, and is able to send
packets whether received froma network interface or a higher

| ayer protocol. There are no other kinds of ST agents.

ST provides applications with an end-to-end flow oriented service
across an internet. This service is inplenented using objects
called "streans". ST data packets are not considered to be
totally independent as are | P data packets. They are transnitted
only as part of a point-to-point or point-to-multi- point stream
ST creates a streamduring a setup phase before data is
transmtted. During the setup phase, routes are selected and

i nternetwork resources are reserved. Except for explicit changes
to the stream the routes remain in effect until the streamis
explicitly torn down.

Cl P Wrking G oup [ Page 9]
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An ST streami s:

o the set of paths that data generated by an application
entity traverses on its way to its peer application
entity(s) that receive it,

0 the resources allocated to support that transm ssion of
data, and

0o the state information that is maintai ned describing that
transm ssi on of data.

Each streamis identified by a globally unique "Nanme"; see
Section 4.2.2.8 (page 87). The Nane is specified in ST contro
operations, but is not used in ST data packets. A set of streans
may be related as nenbers of a l|arger aggregate called a "group"
A group is identified by a "Group Nane"; see Section 3.7.3 (page
56) .

The end-users of a streamare called the "participants" in the
stream Data travels in a single direction through any given
stream The host agent that transmits the data into the streamis
called the "origin", and the host agents that receive the data are
called the "targets". Thus, for any streamone participant is the
origin and the others are the targets.

A streamis "multi-destination sinplex" since data travels across
it inonly one direction: fromthe originto the targets. A
stream can be viewed as a directed tree in which the origin is the
root, all the branches are directed away fromthe root toward the
targets, which are the leaves. A "hop" is an edge of that tree.
The ST agent that is on the end of an edge in the direction toward
the origin is called the "previous-hop ST agent", or the

"previous-hop". The ST agents that are one hop away from a
previ ous-hop ST agent in the direction toward the targets are
called the "next-hop ST agents", or the "next-hops". It is

possi ble that multiple edges between a previous-hop and severa
next - hops are actually inplenented by a network |evel nulticast

gr oup.

Packets travel across a hop for one of two purposes: data or
control. For ST data packet handling, hops are narked by "Hop

I Dentifiers" (H Ds) used for efficient forwarding instead of the
streamis Name. A HIDis negotiated anong several agents so that
data forwarding can be done efficiently on both a point-to-point
and nulticast basis. Al control nessage exchange is done on a
poi nt-to-point basis between a pair of agents. For contro
message handling, Virtual Link Identifiers are used to quickly
di spatch the control nessages to the proper stream s state

nmachi ne.
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ST requires routing decisions to be made at several points in the
stream setup and managenent process. ST assunes that an
appropriate routing algorithmexists to which ST has access; see
Section 3.8.1 (page 69). However, routing is considered to be a
separate issue. Thus neither the routing algorithmnor its

i npl enentation is specified here. A routing algorithmmy attenpt
to mninize the nunmber of hops to the target(s), or it may be nore
intelligent and attenpt to mininmize the total internet resources
consunmed. ST operates equally well with any reasonable routing
algorithm The availability of a source routing option does not
elimnate the need for an appropriate routing algorithmin ST
agents.

2. 3. Rel ati onshi p Between Applications and ST

It is the responsibility of an ST application entity to exchange
informati on anong its peers, usually via IP, as necessary to
determine the structure of the conmunication before establishing
the ST stream This includes

o identifying the participants,
0 determning which are targets for which origins,

o selecting the characteristics of the data fl ow between any
origin and its target(s),

o specifying the protocol that resides above ST,

o identifying the Service Access Point (SAP), port, or
socket relevant to that protocol at every participant, and

0 ensuring security, if necessary.

The protocol |ayer above ST nust pass such informati on down to the
ST protocol |ayer when creating a stream

ST uses a flow specification, abbreviated herein as "Fl owSpec", to
describe the required characteristics of a stream |ncluded are
bandwi dth, delay, and reliability parameters. Additiona
paraneters nay be included in the future in an extensibl e nmanner
The Fl owSpec describes both the desired values and their mininal

al | owabl e val ues. The ST agents thus have sonme freedomin

all ocating their resources. The ST agents accurul ate infornmation
that describes the characteristics of the chosen path and pass
that information to the origin and the targets of the stream

ST stream setup control messages carry sone information that is

not specifically relevant to ST, but is passed through the
interface to the protocol that resides above ST. The "next

Cl P Wrking G oup [ Page 11]



RFC 1190 I nternet Stream Protocol Cct ober 1990

protocol identifier" ("NextPcol") allows ST to denultiplex streans
to a nunmber of possible higher |layer protocols. The SAP

associ ated with each participant allows the higher |ayer protocol
to further demultiplex to a specific application entity. A
UserData paraneter is provided; see Section 4.2.2.16 (page 98).

2. 4. ST Control Message Protoco

ST agents create and nmanage a streamusing the ST Control Message
Protocol (SCWP). Conceptually, SCWVP resides i mediately above ST
(as does | CVMP above IP) but is an integral part of ST. Contro
nessages are used to:

0 create streans,
o refuse creation of a stream
0 delete a streamin whole or in part,
0 negotiate or change a streanmi s paraneters,
0 tear down parts of streans as a result of router or
network failures, or transient routing inconsistencies,
and
0 reroute around network or conponent failures.
SCWP follows a request-response nodel. SCVP reliability is
ensured through use of retransm ssion after tineout; see Section
3.7.6 (page 66).
An ST application that will transmt data requests its local ST
agent, the origin, to create a stream \VWile only the origin
requests creation of a stream all the ST agents fromthe origin
to the targets participate in its creation and nmanagenent. Since
a streamis sinplex, each participant that wishes to transnit data
must request that a stream be created

An ST agent that receives an indication that a streamis being
created nust:

1 negotiate a HHD with the previous-hop identifying the
stream

2 map the list of targets onto a set of next-hop ST agents
t hrough the routing function

3 reserve the local and network resources required to
support the stream
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4 update the FlowSpec, and

5 propagate the setup information and partitioned target
list to the next-hop ST agents.

When a target receives the setup nessage, it nust inquire fromthe
speci fied application process whether or not it is willing to
accept the stream and informthe origin accordingly.

Once a streamis established, the origin can safely send data. ST
and its inplenmentations are optimzed to allow fast and efficient
forwardi ng of data packets by the ST agents using the H Ds, even
at the cost of adding overhead to stream creation and nanagenent.
Specifically, the forwarding decisions, that is, determ ning the
set of next-hop ST agents to which a data packet belonging to a
particular streamw ||l be sent, are nade during the stream setup
phase. The shorthand HI Ds are negotiated at that tine, not only
to reduce the data packet header size, but to access efficiently
the streams forwardi ng i nformati on. Wen possible, network-Iayer
multicast is used to forward a data packet to nultiple next-hop ST
agents across a network. Note that when network-layer multicast
is used, all menbers of the nulticast group nust participate in
the negotiation of a cormon HI D

An established stream can be nodified by adding or del eting
targets, or by changing the network resources allocated to it. A
stream may be torn down by either the origin or the targets. A
target can renove itself froma streamleaving the others
unaffected. The origin can simlarly renove any subset of the
targets fromits streamleaving the remainder unaffected. An
origin can also renove all the targets fromthe stream and
elinmnate the streamin its entirety.

A streamis monitored by the involved ST agents. |If they detect a
failure, they can attenpt recovery. In general, this involves
tearing down part of the streamand rebuilding it to bypass the
fail ed conponent(s). The rebuilding always occurs fromthe origin
side of the failure. The origin can optionally specify whether
recovery is to be attenpted automatically by internediate ST
agents or whether a failure should imediately be reported to the
origin. |If automatic recovery is selected but an internedi ate
agent determines it cannot effect the repair, it propagates the
failure informati on backward until it reaches an agent that can
effect repair. |If the failure information propagates back to the
origin, then the application can decide if it should abort or
reattenpt the recovery operation
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Al t hough ST supports an arbitrary connection structure, we
recogni ze that certain streamtopol ogies will be common and
justify special features, or options, which allow for optinized
support. These incl ude:

0o streans with only a single target (see Section 3.6.2 (page
44)), and

0 pairs of streans to support full duplex comrunication
bet ween two points (see Section 3.6.3 (page 45)).

These features all ow the nost frequently occurring topologies to
be supported with | ess setup delay, with fewer control nessages,
and with | ess overhead than the nore general situations.

2. 5. Fl ow Specifications

Real time data, such as voice and video, have predictable
characteristics and nake specific demands of the networks that
must transfer it. Specifically, the data may be transnmitted in
packets of a constant size that are produced at a constant rate.
Al ternatively, the bandwi dth may vary, due either to variable
packet size or rate, with a predefined naxi mum and perhaps a
non-zero mninmum The variation may al so be predictabl e based on
sone nodel of how the data is generated. Depending on the

equi prent used to generate the data, the packet size and rate may
be negotiable. Certain applications, such as voice, produce
packets at the given rate only sone of the time. The networks
that support real tine data nust add mnimal delay and del ay
variance, but it is expected that they will be non-zero.

The FlowSpec is used for three purposes. First, it is used in the
setup nessage to specify the desired and mi ni mal packet size and
rate required by the origin. This information is used by ST
agents when they attenpt to reserve the resources in the

i nterveni ng networks. Second, when the setup nessage reaches the
target, the FlowSpec contains the packet size and rate that was
actual ly obtained along the path fromthe origin, and the accrued
mean del ay and del ay variance expected for data packets al ong that
path. This information is used by the target to determine if it

wi shes to accept the connection. The target nmay reduce reserved
resources if it wishes to do so and if the possibility is stil
available. Third, if the target accepts the connection, it
returns the updated Fl owSpec to the origin, so that the origin can
decide if it still wishes to participate in the streamwith the
characteristics that were actually obtained.
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When the data transnitted by streamusers is generated at varying
rates, including bursts of varying rate and duration, there is an
opportunity to provide service to nore subscribers by providing
guaranteed service for the average data rate of each stream and
reserving additional network capacity, shared anong all streans,
to service the bursts. This concept has been recogni zed by anal og
voi ce network providers leading to the principle of tinme assigned
speech interpolation (TASI) in which only the tal kspurts of a
speech conversation are transmitted, and, during silence periods,
the circuit can be used to send the tal kspurts of other
conversations. The FlowSpec is intended to assist algorithns that
performsinilar kinds of functions. W do not propose such

al gorithnms here, but rather expect that this will be an area for
experinmentation. To allow for experinments, and a range of ways
that application traffic mght be characterized, a "DutyFactor" is
i ncluded in the Fl owSpec and we expect that a "burst descriptor”
wi |l also be needed.

The FlowSpec will need to be revised as experience is gained with
connections involving numerous participants using nultiple nmedia
across heterogeneous internetworks. W feel a change of the

Fl owSpec does not necessarily require a new version of ST, it only
requires the FlowSpec version nunber be updated and software to
manage the new Fl owSpec to be distributed. W further suggest
that if the change to the Fl owSpec involves additional information
for inmproved operation, such as a burst descriptor, that it be
added to the end of the FlowSpec and that the current paraneters
be mai ntai ned so that obsolete software can be used to process the
current paraneters with mni mum nodi fications.
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3. ST Control Message Protocol Functional Description

This section contains a functional description of the ST Contro
Message Protocol (SCWP); Section 4 (page 75) specifies the formats of
the control message PDUs. W begin with a description of stream
setup. Mechanisnms used to deal with the exceptional cases are then
presented. Conplications due to options that an application or a ST
agent may select are then detailed. Once a stream has been
established, the data transfer phase is entered; it is described.
Once the data transfer phase has been conpleted, the stream nust be
torn down and resources rel eased; the control messages used to
performthis function are presented. The resources or participants
of a stream nay be changed during the lifetinme of the stream the
procedures to nmake changes are described. Finally, the section
concludes with a description of sonme ancillary functions, such as
failure detection and recovery, H D negotiation, routing, security,
etc.

To help clarify the SCVWP exchanges used to setup and naintain ST
streams, we have included a series of figures in this section. The
protocol interactions in the figures assunme the topol ogy shown in
Figure 2. The figures, taken together,

0 Create a streamfroman application at Ato three peers at B
C and D,

0 Add a peer at E

o Disconnect peers B and C, and

o0 D drops out of the stream

O her figures illustrate exchanges related to failure recovery.

In order to nmake the dispatch function within SCMP nore uniform and
efficient, each end of a hop is assigned, by the agent at that end, a
Virtual Link Identifier that uniquely (within that agent) identifies
the hop and associates it with a particular streanis state

machi ne(s). The identifier at the end of a link that is sending a
message is called the Sender Virtual Link ldentifier (SvLId); that
at the receiving end is called the Receiver Virtual Link ldentifier
(RVLId). \Whenever one agent sends a control nessage for the other to
receive, the sender will place the receiver’'s identifier into the
RVLId field of the message and its own identifier in the SVLId field.
When a reply to the nessage is sent, the values in SVLId and RVLId
fields will be reversed, reflecting the fact the sender and receiver
roles are reversed. VLIds with values zero through three are

recei ved and shoul d not be assigned in response to CONNECT nessages.
Fi gure 3 shows the hops that will be used in the exanples and

sunmari zes the VLIds that will be assigned to them
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Simlarly, Figure 4 sunmarizes the HIDs that will eventually be
negoti ated as the streamis created.

*k k% ST Agent 1 *k k%
*  4+>+4--1200-> 0 -------- >4- - ->+-3600- >+- - - +
* N * * * | B |
* | * * +->+-6000->+---+
* | * *+**
do oo+ * | * A
| [ S4-->+  * |
| A * * o St Agent 3
| E S+-->+  * A
to oo 4 * | * | 4801
* | * *+*
* v o * ST Agent 2 * Ak oot
*  4+>+--2400-> 0 ------- >+- >+- >+- 4800- >+ C |
* % ko * | * 4801 +---+
* | *
+---+ VA +---+
| E +<-4800- - +<-+->+-4800->+ D
+---+ * * 4801 +---+

* k *

Figure 4. H Ds Assigned for ST User Packets

Sone of the diagrans that follow forma progression. For exanple,
the steps required initially to establish a connection are spread
across five figures. Wthin a progression, the actions on the first

di agram are nunbered 1.1, 1.2, etc.; wthin the second di agramthey
are nunbered 2.1, 2.2, etc. Points where control |eaves one di agram
to enter another are identified with a continuation arrow "-->>", and

are continued with "[a.b] >>-->" in the other diagram The nunber in
brackets shows the | abel where control left the earlier diagram The
reception of sinple acknow edgnents, e.g., ACKs, in one figure from
another is ontted for clarity.

3.1. St ream Set up

This section presents a description of stream setup assuning that
everything succeeds -- H Ds are approved, any required resources
are available, and the routing is correct.

3.1.1. Initial Setup at the Oigin

As described in Section 2.3 (page 11), the application has
collected the informati on necessary to determnine the
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participants in the comunication before passing it to the host
ST agent at the origin. The host ST agent will take this
information, allocate a Nane for the stream (see Section
4.2.2.8 (page 87)), and create a stream

3.1.2. I nvoki ng the Routing Function

An ST agent that is setting up a streaminvokes a routing
function to find a path to reach each of the targets specified
in the TargetList. This is simlar to the routing decision in
IP. However, in this case the route is to a nultitude of
targets rather than to a single destination

The set of next-hops that an ST agent would select is not
necessarily the sane as the set of next hops that |IP would

sel ect given a nunber of independent |IP datagranms to the sane
destinations. The routing algorithmmay attenpt to optim ze
paraneters other than the nunber of hops that the packets wll
take, such as delay, |ocal network bandw dth consunption, or
total internet bandw dth consunption

The result of the routing function is a set of next-hop ST
agents and the paraneters of the intervening network(s). The
latter pernit the ST agent to determ ne whether the sel ected
network has the resources necessary to support the |evel of
service requested in the Fl owSpec.

3.1.3. Reservi ng Resources

The intent of ST is to provide a guaranteed | evel of service by
reserving internet resources for a streamduring a setup phase
rather than on a per packet basis. The relevant resources are
not only the forwarding i nformati on nmai ntai ned by the ST
agents, but al so packet switch processor bandw dth and buffer
space, and network bandwi dth and nulticast group identifiers.
Reservation of these resources can help to increase the
reliability and decrease the delay and del ay variance with

whi ch data packets are delivered. The Fl owSpec contains al
the informati on needed by the ST agent to allocate the
necessary resources. Wen and how t hese resources are

al | ocat ed depends on the details of the networks involved, and
is not specified here.

If an ST agent nmust send data across a network to a single
next - hop ST agent, then only the point-to-point bandw dth needs
to be reserved. |If the agent nust send data to nultiple next-
hop agents across one network and network |ayer nmulticasting is
not avail able, then bandw dth nmust be reserved for all of them
This will allow the ST agent to
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use replication to send a copy of the data packets to each
next - hop agent.

If nmulticast is supported, its use will decrease the effort
that the ST agent nust expend when forwardi ng packets and al so
reduces the bandw dth required since one copy can be received
by all next-hop agents. However, the setup phase is nore
complicated. A network multicast address nust be all ocated
that contains all those next-hop agents, the sender must have
access to that address, the next-hop agents must be informed of
the address so they can join the nmulticast group identified by
it (see Section 4.2.2.7 (page 86)), and a conmon HI D nust be
negot i at ed.

The network shoul d consider the bandw dth and nul ticast
requirenents to determ ne the anmount of packet switch
processi ng bandw dt h and buffer space to reserve for the
stream In addition, the nenbership of a streamin a Goup nay
affect the resources that have to be allocated; see Section
3.7.3 (page 56).

Few networks in the Internet currently offer resource
reservation, and none that we know of offer reservation of al
the resources specified here. Only the Terrestrial Wdeband
Network (TWBNet) [7] and the Atlantic Satellite Network
(SATNET) [9] offer(ed) bandwi dth reservation. Milticasting is
nore wi dely supported. No network provides for the reservation
of packet switch processing bandwi dth or buffer space. W hope
that future networks will be designed to better support
protocols |ike ST.

Effects simlar to reservation of the necessary resources nay
be obtai ned even when the network cannot provide direct support
for the reservation. Certainly if total reservations are a
smal | fraction of the overall resources, such as packet swtch
processi ng bandw dt h, buffer space, or network bandwi dth, then
the desired performance can be honored if the degree of
confidence is consistent with the requirenments as stated in the
Fl owSpec. O her solutions can be designed for specific

net wor ks.

3.1. 4. Sendi ng CONNECT Messages

A VLId and a proposed H D nust be selected for each next-hop
agent. The control packets for the next-hop must carry the
VLId in the SVLId field. The data packets transnmitted in the
streamto the next-hop nust carry the HHD in the ST Header

The ST agent sends a CONNECT nessage to each of the ST agents

identified by the routing function. Each CONNECT nessage
contains the VLId, the proposed HID (the HD Field option bit
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nmust be set, see Section 3.6.1 (page 44)), an updated Fl owSpec,
and a TargetList. |In general, the H D, FlowSpec, and
TargetList will depend on both the next-hop and the intervening
network. Each TargetlList is a subset of the received (or
original) TargetList, identifying the targets that are to be
reached through the next-hop to which the CONNECT nessage is
being sent. Note that a CONNECT nessage to a single next-hop
m ght have to be fragmented into nultiple CONNECTs if the
single CONNECT is too large for the intervening network’s MIU
fragmentation is performed by further dividing the TargetList.

If nultiple next-hops are to be reached through a network that
supports network |l evel multicast, a different CONNECT nessage
must neverthel ess be sent to each next-hop since each will have
a different TargetList; see Section 4.2.3.5 (page 105).
However, since an identical copy of each ensuing data packet

wi |l reach each nenber of the nulticast group, all the CONNECT
nmessages nust propose the sane HD. See Section 3.7.4 (page
58) for a detailed discussion on H D sel ection

In the exanple of Figure 2, the routing function might return
that B is reachable via Agent 1 and C and D are reachable via
Agent 2. Thus A would create two CONNECT nessages, one each
for Agents 1 and 2, as illustrated in Figure 5. Assuning that
the proposed H Ds are available in the receiving agents, they
woul d each send a respondi ng H D- APPROVE back to Agent A

Application Agent A Agent 1 Agent 2

1.1. (open B, C D
V

1.2. +-> (routing to B, C D)
Y
1.3. +->(reserve resources fromA to Agent 1)
| V
1. 4. | +-> CONNECT B --------- >>
| <RVLI d=0><SVLI| d=4>
| <Ref =10><H D=1200>
Y
1.5. +->(reserve resources fromA to Agent 2)
Y
1. 6. +-> CONNECT C, D --------c-meomem - >>

<RVLI d=0><SVLI| d=5>
<Ref =15><Hl D=2400>

Figure 5. Oigin Sending CONNECT Message
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. 5. CONNECT Processing by an I nternedi ate Agent

An ST agent receiving a CONNECT nessage shoul d, assum ng no
errors, quickly select a VLId and respond to the previous-hop
with either an ACK, a H D-REJECT, or a H D APPROVE nessage, as
is appropriate. This nmessage nust identify the CONNECT to
which it corresponds by including the CONNECT' s Reference
number in its Reference field. Note that the VLId that this
agent selects is placed in the SVLId of the response, and the
previ ous-hop’s VLId (which is contained in the SVLId of the
CONNECT) is copied into the RVLId of the response. |If the
agent is not a target, it nust then invoke the routing
function, reserve resources, and send a CONNECT nessage(s) to
its next-hop(s), as described in Sections 3.1.2-4 (pages 19-
20).

Agent A Agent 1 Agent B

[1.4] >>-> CONNECT B -------- St -+

<RVLI d=0><SVLId=4> | V

2. 1. <Ref =10><HI D=1200> | (routing to B)
| V
2. 2. V +->(reserve resources from1l to B)
2.3. +<- H D APPROVE <------ + Y
2. 4. <RVLI d=4><SVLI d=14> +-> CONNECT B ---------- >>
<Ref =10><H D=1200> <RVLI d=0><SVLI d=15>
<Ref =110><HI D=3600>
Agent A Agent 2 Agent C
[1.6] >>-> CONNECT C,D ------ >+- +
<RVLI d=0><SVLI d=5> | V
2. 5. <Ref =15><HI D=2400> | (routing to C, D)
| V
2. 6. V +-->(reserve resources from2 to C
2.7. +<- H D APPROVE <------ + Y
2.8. <RVL| d=5><SVLI d=23> | +-> CONNECT C ---------- >>
<Ref =15><H D=2400> | <RVLI d=0><SVLI d=25>
| <Ref =210><HI D=4800>
|
| Agent D
Y
2.9. +->(reserve resources from2 to D)
Y
2.10. +-> CONNECT D ---------- >>

<RVLI d=0><SVLI| d=26>
<Ref =215><HI D=4800>

Figure 6. CONNECT Processing by an Internedi ate Agent
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The resources listed as Desired in a received Fl owSpec nay not
correspond to those actually reserved in either the ST agent
itself or in the network(s) used to reach the next-hop

agent (s). As long as the reserved resources are sufficient to
meet the specified Limts, the copy of the FlowSpec sent to a
next - hop nmust have the Desired resources updated to reflect the
resources that were actually obtained. For exanple, the

Desi red bandwi dth m ght be reduced because the network to the
next-hop could not provide all of the desired bandw dth. Al so,
the delay and del ay variance are appropriately increased, and
the link MU may require that the DesPDUBytes field be reduced.
(The minimumrequirenents that the origin had entered into the
Fl owSpec Linmits fields cannot be altered by the internedi ate or
target agents.)

3.1.6. Setup at the Targets

An ST agent that is the target of a CONNECT, whether from an

i nternedi ate ST agent, or directly fromthe origin host ST
agent, nust respond first (assuming no errors) with either a
H D- REJECT or HI D- APPROVE. After inquiring fromthe specified
application process whether or not it is willing to accept the
connection, the agent nust al so respond with either an ACCEPT
or a REFUSE.

In particular, the application nust be presented with
paraneters fromthe CONNECT, such as the Nanme, Fl owSpec,
Options, and Group, to be used as a basis for its decision
The application is identified by a conbination of the NextPco
field and the SAP field in the (usually) single renaining
Target of the TargetlList. The contents of the SAP field nay
specify the "port" or other local identifier for use by the
protocol |ayer above the host ST |ayer. Subsequently received
data packets will carry a short hand identifier (the H D) that
can be mapped into this information and be used for their
delivery.

The responses to the CONNECT nessage are sent to the previous-
hop from whi ch the CONNECT was received. An ACCEPT cont ai ns
the Nane of the stream and the updated Fl owSpec. Note that the
application night have reduced the desired | evel of service in
the received Fl owSpec before accepting it. The target nust not
send the ACCEPT until HI D negotiation has been successfully
conpl et ed.

Since the ACCEPT or REFUSE nessage nust be acknow edged by the
previous-hop, it is assigned a new Reference nunber that wll
be returned in the ACK. The CONNECT to which the ACCEPT or
REFUSE is a reply is identified by placing the CONNECT' s

Ref erence nunber in the LnkReference field of the ACCEPT or
REFUSE.
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Agent 1 Agent B Application B
(proc B listening)
[2.4] >>-> CONNECT B ---------- D +
<RVLI d=0><SVLI d=15> | |
<Ref =110><Hl D=3600> V (proc B accepts)
+<- H D APPROVE <-------- + |
<RVLI d=15><SVLI d=44> |
<Ref =110><Hl D=3600> \%

(wait until H D negotiated) <---+

<<--+4<- ACCEPT B <----------- +
<RVL| d=15><SVLI| d=44>
<Ref =410><LnkRef =110>

Agent 2 Agent C Application C
(proc C listening)
[2.8] >>-> CONNECT C ---------- D LR +
<RVLI| d=0><SVLI d=25> | |
<Ref =210><Hl D=4800> V (proc C accepts)
+<- H D- APPROVE <-------- + |
<RVLI d=25><SVLI d=54> |
<Ref =210><HI D=4800> Y
(wait until HI D negotiated) <---+
Y
<<--+<- ACCEPT C <----------- +
<RVLI d=25><SVLI d=54>
<Ref =510><LnkRef =210>
Agent 2 Agent D Application D
(proc D listening)
[2.10] >>-> CONNECT D ---------- e T T +
<RVLI| d=0><SVLI d=26> | |
<Ref =215><HI D=4800> V (proc D accepts)
+<- H D APPROVE <-------- + |
<RVLI d=26><SVLI| d=64> |
<Ref =215><HI D=4800> Y

(wait until H D negotiated) <---+

<<--+<- ACCEPT D <-----mmmmn- +
<RVL| d=26><SVLI| d=64>
<Ref =610><LnkRef =215>

Figure 7. CONNECT Processing by the Target

1.7, ACCEPT Processing by an Internedi ate Agent

When an internedi ate ST agent receives an ACCEPT, it first

verifies that the nmessage is a response to an

earl i er CONNECT.

If not, it responds to the next-hop ST agent with an ERROR-| N

REPLY (LnkRef Unknown) message. O herwise, it
next - hop ST agent with an ACK, and propagates

ing Goup

responds to the

[ Page 24]



RFC 1190 I nternet Stream Protocol Cct ober 1990

t he ACCEPT nessage to the previous-hop along the same path
traced by the CONNECT but in the reverse direction toward the
origin. The ACCEPT should not be propagated until all H D
negotiations with the next-hop agent(s) have been successfully
conpl et ed.

The FlowSpec is included in the ACCEPT nessage so that the
origin and internmediate ST agents can gain access to the
information that was accunul ated as the CONNECT traversed the
internet. Note that the resources, as specified in the

Fl owSpec in the ACCEPT nessage, may differ fromthe resources
that were reserved by the agent when the CONNECT was

Agent A Agent 1 Agent B
+<-+<- ACCEPT B <------- << [3.5]
Vo <RVLI d=15><SVLI| d=44>
4.1 (wait for ACCEPTS) V  <Ref=410><LnkRef=110>
4.2 Vo +-> ACK --------mmmm - - >+
4.3 (wait until HI D negotiated)<-+ <RVLI d=44><SVLI| d=15>
Y <Ref =410>
4.4, <<--+<-- ACCEPT B <--------- +
<RVLI d=4><SVLI| d=14>
<Ref =115><LnkRef =10>
Agent A Agent 2 Agent C
+<-+<- ACCEPT C <------ << [3.10]
| | <RVLI d=25><SVLI| d=54>
| V  <Ref=510><LnkRef=210>
4.5 | +-> ACK --------mea - >+
| <Ref =510>
| <RVLI d=54><SVLI| d=25>
|
| Agent D
\Y
+<-+<- ACCEPT D <------ << [3.15]
Vo <RVLI d=26><SVLI| d=64>
4.6 (wait for ACCEPTS) V  <Ref=610><LnkRef=215>
4.7 Vo +-> ACK --------------- >+
4.8 (wait until HI D negoti ated)<-+ <RVLI d=64><SVLI| d=26>
\Y <Ref =610>
4.9, <<--+4<- ACCEPT C <---------- +
<RVLI d=5><SVLI| d=23>
<Ref =220><LnkRef =15>
Y
4.10. <<--+<- ACCEPT D <---------- +

<RVLI| d=5><SVLI| d=23>
<Ref =225><LnkRef =15>

Figure 8. ACCEPT Processing by an I nternedi ate Agent
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originally processed. However, the agent does not adjust the
reservation in response to the ACCEPT. It is expected that any
excess resource allocation will be released for use by other
stream or datagramtraffic through an explicit CHANGE nessage
initiated by the application at the origin if it does not w sh
to be charged for any excess resource allocations.

3.1.8. ACCEPT Processing by the Origin

The origin will eventually receive an ACCEPT (or REFUSE or
ERROR- | N- REQUEST) nessage from each of the targets. As each
ACCEPT is received, the application should be notified of the
target and the resources that were successfully allocated al ong
the path to it, as specified in the Fl owSpec contained in the
ACCEPT nmessage. The application may then use the information
to either adopt or term nate the portion of the streamto each
target. Wen ACCEPTs (or failures) fromall targets have been
received at the origin, the application is notified that stream
setup is conplete, and that data nay be sent.

Application A Agent A Agent 1 Agent 2
+<-- ACCEPT B <-------- << [4.4]
| <RVLI d=4><SVLI| d=14>
Y <Ref =115><LnkRef =10>

| <RVLI d=14><SVLI| d=4>
Vv <Ref =115>

5.2 +<-- (informA of B s Fl owSpec)
| +<-- ACCEPT C <---------------- << [4.9]
| | <RVLI d=5><SVLI d=23>
| \% <Ref =220><LnkRef =15>
5.3. | +--> ACK - -mmm e >+
| | <RVLI d=23><SVLI d=5>
| \% <Ref =220>
5. 4. +<-- (informA of C s Fl owSpec)
| +<-- ACCEPT D <---------mnnon-- << [4.10]
| | <RVLI d=5><SVLI| d=23>
| Y <Ref =225><LnkRef =15>
5. 5. | +--> ACK - - - - >+
| | <RVLI d=23><SVLI d=5>
| \Y; <Ref =225>
5. 6. +<-- (inform A of D s Fl owSpec)
Y
5.7. (wait until HI Ds negoti ated)
Y
5. 8. (inform A open to B, C D)

Figure 9. ACCEPT Processing by the Origin

Cl P Wrking G oup [ Page 26]



RFC 1190 I nternet Stream Protocol Cct ober 1990

There are several pieces of information contained in the

Fl owSpec that the application nust conbine before sending data
through the stream The PDU size should be conputed fromthe

m ni mum val ue of the DesPDUBytes field fromall ACCEPTs and the
protocol |ayers above ST should be infornmed of the limt. It
is expected that the next higher protocol |ayer above ST will
segnment its PDUs accordingly. Note, however, that the MIU nmay
decrease over the life of the streamif new targets are
subsequently added. Whether the MIU shoul d be increased as
targets are dropped froma streamis left for further study.

The avail abl e bandwi dth and packet rate limts nust also be
conbined. In this case, however, it may not be possible to
select a pair of values that may be used for all paths, e.g.
one path may have selected a low rate of |arge packets while
anot her selected a high rate of small packets. The application
may renmedy the situation by either tearing down the stream
droppi ng sone participants, or creating a second stream

After any differences have been resolved (or sonme targets have
been del eted by the application to permt resolution), the
application at the origin should send a CHANGE nessage to

rel ease any excess resources along paths to those targets that
exceed the resol ved paraneters for the stream thereby reducing
the costs that will be incurred by the stream

3.1.9. Processi ng a REFUSE Message

REFUSE nessages are used to indicate a failure to reach an
application at a target; they are propagated toward the origin
of a stream They are used in three situations:

1 during stream setup or expansion to indicate that there
is no satisfactory path froman ST agent to a target,

2 when the application at the target either does not
exi st does not wish to be a participant, or wants to
cease being a participant, and

3 when a failure has been detected and the agents are
trying to find a suitable path around the failure.

The cases are distinguished by the ReasonCode field and an
agent receiving a REFUSE nessage nust exanine that field in
order to determ ne the proper action to be taken. In
particular, if the ReasonCode indicates that the CONNECT
nmessage reached the target then the REFUSE shoul d be propagated
back to the origin, releasing resources as appropriate al ong
the way. |If the ReasonCode indicates that
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t he CONNECT nessage did not reach the target then the
intermediate (origin) ST agent(s) should check for alternate
routes to the target before propagating the REFUSE back anot her
hop toward the origin. This inplies that an agent nust keep
track of the next-hops that it has tried, on a target by target
basis, in order not to get caught in a | oop.

An ST agent that receives a REFUSE nessage nust acknow edge it
by sending an ACK to the next-hop. The REFUSE nust al so be
propagat ed back to the previous-hop ST agent. Note that the ST
agent may not have any information about the target in

Appl . Agent A Agent 2 Agent E
(proc E NOT Iistening)
1. (add E)
2. +----- >+-> CONNECT E ---------- >+- >+
<RVLI| d=23><SVLI d=5> |
<Ref =65> \%
3. +<-- ACK <-----mmmmiaaoo- +
<RVLI d=5><SVLI d=23> Y
4. <Ref =65> (routing to E)
Y
5. (reserve resources 2 to E)
Y
6. +--> CONNECT E --------- >+
<RVLI d=0><SVLI d=27>
<Ref =115><HI D=4600>
Y
7. +<-+<- REFUSE B <----------- +
| <RVLI d=27><SVLI d=74>
| <Ref =705><LnkRef =115>
| V  <RC=SAPUnknown>
8. | +> ACK ------mmmmee oo >+
| <RVLI| d=74><SVLI d=27>
| V <Ref=705> |
9. | (free link 27) \%
10. Vv (free link 74)
11. +<- REFUSE B <----------- +
| <RVLI d=5><SVLI| d=23>
| <Ref =550><LnkRef =65> V
12. | <RC=SAPUnknown> (free resources 2 to E)
Y
13. +-> ACK ----mmeimaa - >+
| <RVLI d=23><SVLI d=5>
| <Ref =550> Y
14. \% (keep link 23 for C, D
15. (keep link 5 for C D)
Y

16. (informapplication failed SAPUnknown)

Fi gure 10. Sendi ng REFUSE Message
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the TargetList. This may result frominteracting D SCONNECT
and REFUSE nessages and shoul d be | ogged and silently ignored.

If, after deleting the specified target, the next-hop has no
remai ning targets, then those resources associated with that
next - hop agent nay be released. Note that network resources
may not actually be released if network nmulticasting is being

Appl . Agent A Agent 2 Agent 1 Agent 3 Agent B
(network from1 to B fails)
(add B)
+-> CONNECT B ----------------- >+
<RVLI d=0><SVLI d=6> |
<Ref =35><H D=100> |
+<- H D-APPROVE <--------------- +
<RVLI d=6><SVLI| d=11> |
<Ref =35><H D=100> \Y
(routing to B: no route)
+<-+-- REFUSE B ---------------- +
| ] <RVLI d=6><SVLI d=11>
| <Ref =155><LnkRef =35>
| V  <RC=NoRout eToDest >
| +-> ACK ----mmmm oo e m oo o >+
| ] <RVLI d=11><SVLI d=6> \Y
| V  <Ref=155> (drop link 6)
V (drop link 11)

(find alternative route: via agent 2)
(resources fromA to 2 already all ocated:

\%
+->

+<-

reuse control link & H D, no additional resources required)
CONNECT B -------- >+- >+

<RVLI d=23><SVLI d=5>| |

<Ref =40> V|

ACK <--mmmmmmmea oo +

|
<RVLI d=5><SVLI d=23> V
<Ref =40> (routing to B: via agent 3)

Vv
+-> CONNECT B -- >+
<RVLI d=0><SVLI d=24> +-> CONNECT B --------- >+

<Ref =245><HI D=4801> V  <RVLI d=0><SVLI d=32> |

+<- H D- APPROVE - + <Ref =310><HI D=6000> |

<RVL| d=24><SVLI| d=33> |

<Ref =245><HI D=4801> \Y

+<- H D-APPROVE -------- +

<RVLI d=32><SVLI d=45>|

<Ref =310><HI D=6000> V

(ACCEPT handling follows nornally to conplete stream setup)

Figure 11. Routing Around a Failure
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used since they may still be required for traffic to other
next-hops in the multicast group

When t he REFUSE reaches a origin, the origin sends an ACK and
notifies the application via the next higher |ayer protoco

that the target listed in the TargetList is no |longer part of
the streamand also if the streamhas no remaining targets. |If
there are no remaining targets, the application may w sh to
term nate the stream

Figure 10 illustrates the protocol exchanges for processing a
REFUSE generated at the target, either because the target
application is not running or that the target application
rejects menbership in the stream Figure 11 illustrates the
case of rerouting around a failure by an internedi ate agent
that detects a failure or receives a refuse. The protocol
exchanges used by an application at the target to delete itself
fromthe streamis discussed in Section 3.3.3 (page 35).

3. 2. Dat a Transfer

At the end of the connection setup phase, the origin, each target,
and each internediate ST agent has a database entry that allows it
to forward the data packets fromthe origin to the targets and to
recover fromfailures of the internedi ate agents or networks. The
dat abase should be optim zed to make the packet forwarding task
nmost efficient. The tine critical operation is an internediate
agent receiving a packet fromthe previous-hop agent and
forwarding it to the next-hop agent(s). The database entry nust
al so contain the Fl owSpec, utilization information, the address of
the origin and previous-hop, and the addresses of the targets and
next - hops, so it can perform enforcenent and recover from
failures.

An ST agent receives data packets encapsul ated by an ST header. A
dat a packet received by an ST agent contains the non-zero H D
assigned to the streamfor the branch fromthe previous-hop to
itself. This H D was selected so that it is unique at the

recei ving ST agent and thus can be used, e.g., as an index into

t he dat abase, to obtain quickly the necessary replication and
forwardi ng information.

The forwarding information will be network and inpl ementation
specific, but nust identify the next-hop agent or agents and their

respective HIDs. It is suggested that the cached information for
a next-hop agent include the |ocal network address of the next-
hop. |If the data packet nust be forwarded to nultiple next-hops

across a single network that supports nulticast, the database nmay
specify a single H D and may identify the next-hops by a (loca
networ k) multicast address.
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If the network does not support nulticast, or the next-hops are on
di fferent networks, then the database nust indicate nmultiple
(next-hop, HID) tuples. Wen multiple copies of the data packet
must be sent, it may be necessary to invoke a packet replicator.

Dat a packets should not require fragnentation as the next higher
protocol layer at the origin was inforned of the m ni nrum MIU over
all paths in the streamand is expected to segnent its PDUs
accordingly. However, it may be the case that a data packet that
is being rerouted around a failed network conponent may be too
large for the MIU of an intervening network. This should be a
transient condition that will be corrected as soon as the new

m ni mum MIU has been propagated back to the origin. Disposition
by a nechani sm other than dropping of the too large PDUs is left
for further study.

3. 3. Modi fyi ng an Exi sting Stream

Some applications may wi sh to change the paraneters of a stream
after it has been created. Possible changes include adding or
deleting targets and changing the Fl owSpec. These are descri bed
bel ow.

3.3. 1. Addi ng a Tar get

It is possible for an application to add a new target to an
existing streamany tine after ST has incorporated information
about the streaminto its database. At a high level, the
application entities exchanges whatever information is
necessary. Al though the nechani smor protocol used to
acconplish this is not specified here, it is necessary for the
hi gher | ayer protocol to informthe host ST agent at the origin
of this event. The host ST agent at the target nust also be

i nformed unl ess this had previously been done. GCenerally, the
transfer of a target list froman ST agent to another, or from
a higher layer protocol to a host ST agent, wll occur
atonmically when the CONNECT is received. Any information
concerning a new target received after this point can be viewed
as a stream expansion by the receiving ST agent. However, it
may be possible that an ST agent can utilize such information
if it is received before it nakes the relevant routing
decisions. These inplenmentation details are not specified
here, but inplenentations nust be prepared to recei ve CONNECT
nmessages that represent expansions of streams that are still in
the process of being setup

To expand an existing stream the origin issues one or nore
CONNECT messages that contain the Name, the VLId, the FlowSpec,
and the TargetList specifying the new target or targets. The
origin issues nultiple CONNECT nmessages if
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either the targets are to be reached through different next-hop
or a single CONNECT nessage is too large for the

Agent 2

Agent

The HI D Field option is not set since the H D has

the CONNECT is acknow edged with an ACK instead

E

(proc E listening)

+-> (check resources fromA to Agent 2: already allocated,

no additi ona

V (routing to E)
+->(reserve resources 2 to E)

+-> CONNECT E --------- >+

<RVLI d=0><SVLI| d=27>
<Ref =230><HI D=4800>
H D- APPROVE <------- +
<RVLI d=27><SVLI d=74>
<Ref =230><HI D=4800> V
(proc E accepts)

until HI D negoti at ed)
Y
ACCEPT E <---------- +

<RVLI| d=27><SVLI d=74>
<Ref =710><LnkRef =230>
ACK == -mmmm e e o >+
<RVLI d=74><SVLI| d=27>
<Ref =710>

agents,
net wor k MTU.
al ready been (or is being) negotiated for the hop
consequent |y,
of a H D-REJECT or H D- APPROVE.
Application Agent A
1. (open E)
2. Y
3 +->(routing to E)
V
4,
V reuse control link & H D,
5. +-> CONNECT E --------- >+- >+
<RVLI d=23><SVLI d=5>
6. <Ref =20>
7. +<- ACK <----mmmioaa oo +
<RVLI d=5><SVLI d=23>
<Ref =20>
8.
9.
10.
11.
12.
13. (wait for ACCEPTS)
14.
15. (wait until HI D negoti ated)<-+
Y
16. +<- ACCEPT E <------- +
| <RVLI d=5><SVLI d=23>
V  <Ref =235><LnkRef =20>
17. +-> ACK ----- - >+
| <RVLI d=23><SVLI d=5>
V  <Ref=235>
18. +<-(inform A of E s Fl owSpec)
Y
19. +<-(wait for ACCEPTS)
Y
20. +<-(wait until H D negoti ated)
Y
21. (inform A open to E)
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An ST agent that is already a node in the streamrecogni zes the

RVLId and verifies that the Nanme of the streamis the sane. It
then checks if the intersection of the TargetList and the
targets of the established streamis enpty. |If this is not the

case, then the receiver responds with an ERROR-I NN REQUEST with
the appropriate reason code (RoutelLoop) that contains a
TargetLi st of those targets that were duplicates; see Section
4.2.3.5 (page 106).

For each new target in the TargetList