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Abst ract

Thi s docunent describes termninology for the benchmarking of devices
that inplenent traffic control using packet classification based on
defined criteria. The ternmnology is to be applied to neasurenents
made on the data plane to evaluate IP traffic control nechanisns.

Rul es for packet classification can be based on any field in the IP
header, such as the Differentiated Services Code Point (DSCP), or any
field in the packet payload, such as port number.
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I ntroducti on

New term nol ogy is needed because nobst existing nmeasurenents assune

t he absence of congestion and only a single per-hop behavior. This
docunent introduces several new terns that will allow nmeasurenents to
be taken during periods of congestion

Anot her key difference fromexisting ternminology is the definition of
measur enents as observed on egress and ingress of a device/system

under test. Again, the existence of congestion requires the addition
of egress neasurenents, as well as of those taken on ingress; wthout
observing traffic |l eaving a device/system it is not possible to say
whet her traffic-control mechanisns effectively dealt with congestion
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The principal neasurenents introduced in this docunent are vectors
for rate, delay, and jitter, all of which can be observed with or

wi t hout congestion of the Device Under Test (DUT)/System Under Test
(SUT). This docunment describes only those ternms relevant to
measuri ng behavior of a DUT or SUT at the egress during periods of
congestion. End-to-end and service-level nmeasurenents are beyond the
scope of this docunent.

2. Existing Definitions

RFC 1224, "Techni ques for Mnagi ng Asynchronously Generated Alerts”
[St91], is used for "Tine with fine enough units to distinguish
bet ween two events’

RFC 1242, "Benchmarking Termi nol ogy for Network |nterconnect

Devi ces", and RFC 2285, "Benchmarking Term nol ogy for LAN Switching
Devi ces", should be consulted before attenpting to nmake use of this
docunent .

RFC 2474, "Definition of the Differentiated Services Field (DS Field)
in the IPv4 and | Pv6 Headers", section 2, contains discussions of a
nunber of terms relevant to network-layer traffic control mechani sns
and should al so be consulted.

For the sake of clarity and continuity, this RFC adopts the tenplate
for definitions set out in Section 2 of RFC 1242. Definitions are
i ndexed and grouped together in sections for ease of reference.

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in BCP 14, RFC 2119
[Br97]. RFC 2119 defines the use of these key words to help make the
i ntent of standards track documents as clear as possible. Wile this
docunent uses these keywords, this docunment is not a standards track
docunent .

2.1. Frequently Used Acronyns

DA Destinati on Address
DS D ffServ

DSCP Di ff Serv Code Poi nt
DUT Device Under Test
IP I nternet Protocol
PHB Per Hop Behavi or

SA Sour ce Address

SUT System Under Test

Por et sky, et al. I nf or mat i onal [ Page 3]



RFC 4689 Term nol ogy for Traffic Control Mechani sns Cct ober 2006

3. Term Definitions
3.1. Configuration Termns
3.1.1. dassification

Definition:
Sel ection of packets according to defined rules.

Di scussi on
Cl assification determ nes the per-hop behaviors and traffic
condi tioning functions, such as shaping and dropping, that are to
be applied to the packet.

O assification of packets can be based on the DS field or IP
Precedence in the packet header. Cassification can be based on
other I P header fields, such as IP Source Address (SA)

Destination Address (DA), and protocol, or on fields in the packet
payl oad, such as port nunber. Cassification can also be based on
ingress interface. It is possible to base classification on
Multi-Field (MF) criteria such as I P source and destination
addresses, protocol, and port number. For further discussion of
packet classification and its network applications, see [BI98].

Measurenment units:
n/ a

See Al so:
None

3.1.2. Codepoint Set

Definition:
The set of all DS Code-points or |P precedence val ues used during
the test duration.

Di scussi on
Describes all the code-point narkings associated with packets that
are input to the DUT/SUT. For each entry in the codepoint set,
there are associated vectors describing the rate of traffic,
delay, loss, or jitter containing that particular DSCP or |IP
precedence val ue.

The treatnent that a packet belonging to a particul ar code-point
gets is subject to the DUT classifying packets to map to the
correct PHB. Mdreover, the forwarding treatnment in general is
al so dependent on the conplete set of offered vectors.
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Measurenment Units:
n/ a

See Al so:
None

3.1.3. Forwardi ng Congestion

Definition:
A condition in which one or nore egress interfaces are offered
nore packets than are forwarded

Di scussi on
This condition is a superset of the overload definition [ Ma98].
Overload [ Ma98] deals with overloading i nput and output interfaces
beyond the maxi num transni ssion all owed by the medium Forwardi ng
congestion does not assunme ingress interface overload as the only
source of overload on output interfaces.

Anot her difference between Forwardi ng Congestion and overl oad
occurs when the SUT conprises nultiple elenents, in that
Forwar di ng Congestion may occur at multiple points. Consider an
SUT conprising nmultiple edge devices exchanging traffic with a
single core device. Depending on traffic patterns, the edge
devi ces may i nduce Forwardi ng Congestion on nultiple egress
interfaces on the core device.

Thr oughput [Br91] defines the | ower boundary of Forwarding
Congestion. Throughput is the maxi numoffered rate with no
Forwar di ng Congestion. At offered rates above throughput, the
DUT/ SUT is considered to be in a state of Forwardi ng Congestion

Packet Loss, not increased Forwarding Delay, is the externa
observable nmetric used to indicate the condition of Forwarding
Congestion. Packet Loss is a determ nistic indicator of
Forwar di ng Congestion. The condition of increased Forwarding
Del ay wit hout Packet Loss is an indicator of Forwarding Congestion
known as I ncipient Congestion. Incipient Congestion is a non-
deterministic indicator of Forwarding Congestion [FI93]. As
stated in [Ec98], RED [Br98] detects incipient congestion before
the buffer overflows, but the current Internet environnment is
limted to packet loss as the mechani smfor indicating congestion
to the end-nodes. [Ra99] inplies that it is inpractical to build
a bl ack-box test to observe Incipient Congestion. [Ra99] instead
i ntroduces Explicit Congestion Notification (ECN) as a
determ ni stic Bl ack-Box method for observing Incipient Congestion
[Ra99] is an Experinental RFC with limted deploynent, so ECN is
not used for this particular nethodol ogy. For the purpose of
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"bl ack-box" testing a DUT/SUT, this nethodol ogy uses Packet Loss
as the indicator of Forwarding Congesti on.

I ngress observations alone are not sufficient to cover all cases
i n which Forwardi ng Congestion may occur. A device with an
infinite anount of nenory could buffer an infinite nunber of
packets and eventually forward all of them However, these
packets may or nay not be forwarded during the test duration
Congestion Collapse [Na84] is defined as the state in which
buffers are full and all arriving packets MJST be dropped across
the network. Even though ingress interfaces accept all packets
wi t hout | oss, Forwarding Congestion is present in this

hypot heti cal devi ce.

The definition presented here explicitly defines Forwarding
Congestion as an event observable on egress interfaces.

Regardl ess of internal architecture, any device exhibiting Packet
Loss on one or nore egress interfaces is experiencing Forwarding

Congesti on.
Measurenment units:
None
See Al so:

Gat eway Congestion Control Survey [Ma91]
3.1.4. Congestion Managenent

Definition:
An i npl enentation of one or nore per-hop behaviors to avoid or
m nimze the condition of congestion

Di scussi on
Congesti on managenent may seek either to control congestion or
avoid it altogether through C assification.

Congesti on avoi dance nechani sms seek to prevent congestion before
it actually occurs.

Congestion control nechanisns give one or nore flows (with a
di screte | P Precedence or DSCP val ue) preferential treatnent over
other classes during periods of congestion.

Measurenment units:
n/ a

See Al so:
Cl assification
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3.1.5. Flow

Definition:
A flow is one or nore packets sharing a conmmon intended pair of
i ngress and egress interfaces.

Di scussi on
Packets are grouped by the ingress and egress interfaces they use
on a gi ven DUT/ SUT

A flow can contain nultiple source |IP addresses and/or destination
| P addresses. Al packets in a flow MJST enter on the sane
ingress interface and exit on the sane egress interface and have
sone conmon network | ayer content.

Mcroflows [N 98] are a subset of flows. As defined in [N 98],

m crofl ows require application-to-application neasurenent. In
contrast, flows use lower-layer classification criteria. Since
this docunent focuses on network-layer classification criteria, it
concentrates here on the use of network-layer identifiers in
describing a flow Flowidentifiers also nmay reside at the data-
link, transport, or application layers of the CSI nodel. However,
identifiers other than those at the network | ayer are out of scope
for this docunent.

A flow may contain a single code point/IP precedence val ue or nay
contain multiple values destined for a single egress interface.
This is determ ned by the test methodol ogy.

Measurenment units:
n/ a

See Al so:
M crof | ow [ Ni 98]
St reans

3.2. Measurenent Terns
3.2.1. Forwarding Capacity
Definition:
The nunber of packets per second that a device can be observed to
transmit successfully to the correct egress interface in response

to a specified offered | oad while the device drops none of the
of fered packets.

Por et sky, et al. I nf or mat i onal [ Page 7]



RFC 4689 Term nol ogy for Traffic Control Mechani sns Cct ober 2006

Di scussi on:
Forwar di ng Capacity nmeasures the packet rate at the egress
interface(s) of the DUT/SUT. |In contrast, throughput (as defined
in RFC 1242) nmeasures the packet rate at the ingress interface(s)
of the DUT/ SUT.

I ngress- based neasurenents do not account for queuing of the
DUT/ SUT.  Throughput rates can be higher than the Forwarding
Capacity because of queueing. The difference is dependent upon
test duration, packet rate, and queue size. Forwarding Capacity,
as an egress neasurenent, does take queuing into account.

Under st andi ng Forwardi ng Capacity is a necessary precursor to any
measur enent involving Traffic Control Mechanisns. The

acconpanyi ng net hodol ogy docurment MJST take into consideration
Forwar di ng Capacity when determ ning the expected forwarding
vectors. Wien the sum of the expected forwardi ng vectors on an
interface exceeds the Forwardi ng Capacity, the Forwarding Capacity
will govern the forwarding rate.

This measurenment differs fromforwarding rate at maxi num of f ered
|l oad (FRMOL) [Mm98] in that the Forwarding Capacity requires zero
| oss.

Measurenment units:
N-octet packets per second

See Al so:
Thr oughput [ Br91]
Forwardi ng Rate at Maxi num Offered Load [ Ma98]

3.2.2. Conform ng Packet

Definition:
Packets that lie within specific rate, delay, or jitter bounds.

Di scussi on:
A DUT/ SUT may be configured to allow a given traffic class to
consume a given anmount of bandwi dth, or to fall w thin predefined
delay or jitter boundaries. Al packets that lie within specified
bounds are then said to be conform ng, whereas those outside the
bounds are nonconf orni ng.

Measurenment units:
n/ a
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See Al so:
Expect ed Vect or
Forwar di ng Vect or
O fered Vector
Nonconf or m ng

3.2.3. Nonconforning Packet

Definition:
Packets that do not lie within specific rate, delay, or jitter
bounds.

Di scussi on
A DUT/ SUT may be configured to allow a given traffic class to
consume a given anmount of bandwi dth, or to fall w thin predefined
delay or jitter boundaries. All packets that do not lie within
these bounds are then said to be nonconform ng

Measurenment units:
n/ a

See Al so:
Expect ed Vect or
Forwar di ng Vect or
O fered Vector
Conf or m ng

3.2.4. Forwardi ng Del ay

Definition:
The tine interval starting when the last bit of the input IP
packet is offered to the input port of the DUT/SUT and endi ng when
the last bit of the output |IP packet is received fromthe output
port of the DUT/ SUT.

Di scussi on
The delay tine interval MJUST be externally observed. The del ay
measur enent MUST NOT include del ays added by test bed conponents
other than the DUT/ SUT, such as propagation tine introduced by
cabling or non-zero del ay added by the test instrunent.
Forwarding Delay differs fromlatency [Br91] and one-way del ay
[AI99] in several key regards:

1. Latency [Br91] assumes know edge of whether the DUT/ SUT uses
"store and forward" or "bit forwardi ng" technology. Forwarding
Delay is the same netric, neasured the sanme way, regardl ess of
the architecture of the DUT/ SUT
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Forwarding Delay is a last-in, last-out (LILO neasurenent,
unlike the last-in, first-out method [Br91] or the first-in,
| ast-out method [Al 99].

The LILO nethod nost closely sinulates the way a network-1ayer
device actually processes an | P datagram |P datagrans are not
passed up and down the stack unless they are conpl ete, and
processing begins only once the last bit of the |IP datagram has
been received.

Further, the LILO nethod has an additive property, where the
sum of the parts MJUST equal the whole. This is a key
difference from[Br91l] and [AI99]. For exanple, the delay
added by two DUTs MJST equal the sum of the delay of the DUTs.
This may or may not be the case with [Br91] and [ Al 99].

Forwar di ng Del ay neasures the | P datagramonly, unlike [Br91],
whi ch al so includes link-1layer overhead.

A nmetric focused exclusively on the Internet protocol relieves
the tester fromspecifying the start/end for every link-Iayer
protocol that IP runs on. This avoids the need to determ ne
whet her the start/stop delimters are included. It also allows
the use of heterogeneous link-layer protocols in a test.

Forwar di ng Del ay can be neasured at any offered | oad, whereas
the | atency net hodol ogy [ Br99] reconmends neasurenent at, and
only at, the throughput level. Conparing the Forwarding Del ay
bel ow t he t hroughput to Forwardi ng Del ay above the Forwarding
Capacity will give insight to the traffic control nechanisns.

For exanpl e, non-congested delay nmay be neasured with an

of fered | oad that does not exceed the Forwardi ng Capacity,
whi |l e congested del ay may involve an offered | oad that exceeds
t he Forwardi ng Capacity.

Not e: Forwardi ng Del ay SHOULD NOT be used as an absol ute

i ndi cator of DUT/ SUT Forwardi ng Congestion. Wile Forwarding
Delay may rise when offered | oad nears or exceeds the
Forwar di ng Capacity, there is no universal point at which
Forwar di ng Del ay can be said to indicate the presence or
absence of Forwardi ng Congesti on.

Measurenment units:
mlliseconds
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See Al so:
Lat ency [ Br91]
Latency [Al 99]
One-way Del ay [ Br99]

3.2.5. Jitter

Definition:
The absol ute value of the difference between the Forwardi ng Del ay
of two consecutive received packets belonging to the sanme stream

Di scussi on
The Forwarding Delay fluctuation between two consecutive received
packets in a streamis reported as the jitter. Jitter can be
expressed as |D(i) - D(i-1)|, where D equals the Forwarding Del ay
and i is the order the packets were received.

Under loss, jitter can be neasured between non-consecutive test
sequence nunbers. When |IP Traffic Control Mechanisns are dropping
packets, fluctuating Forwarding Del ay may be observed. Jitter
MJUST be able to benchmark the delay variation i ndependently of
packet | oss.

Jitter is related to the IPDV [De02] (IP Delay Variation) by
taking the absolute value of the ipdv. The two nmetrics wll
produce different mean values. Mean Jitter will produce a
positive value, where the nmean ipdv is typically zero. Al so, |PDV
i s undefined when one packet froma pair is lost.

Measurenment units:
m | liseconds

See Al so:
Forwar di ng Del ay
Jitter variation [Ja99]
i pdv [ De02]
interarrival jitter [Sc96]

3.2.6. Undifferentiated Response

Definition:
The vector(s) obtai ned when nechani sns used to support diff-serv
or | P precedence are disabl ed.

Di scussi on
Enabling diff-serv or | P precedence mechani sns nay i npose
addi ti onal processing overhead for packets. This overhead may
degrade performance even when traffic belonging to only one class,
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the best-effort class, is offered to the device. Measurenents
with "undifferentiated response" SHOULD be nmade to establish a
basel i ne.

The vector(s) obtained with DSCP or | P precedence enabl ed can be
conpared to the undifferentiated response to deternmine the effect
of differentiating traffic.

Measurenment units:
n/ a

3.3. Sequence Tracking
3.3.1. Test Sequence Number

Definition
A field in the I P payl oad portion of the packet that is used to
verify the order of the packets on the egress of the DUT/ SUT.

Di scussi on
The traffic generator sets the test sequence nunber value. Upon
recei pt of the packet, the traffic receiver checks the val ue.
The traffic generator changes the value on each packet transmitted
based on an algorithmagreed to by the traffic receiver

The traffic receiver keeps track of the sequence nunbers on a
per-streambasis. In addition to the nunber of received packets,
the traffic receiver may al so report the nunber of in-sequence
packets, the nunber of out-of-sequence packets, the nunber of
dupl i cate packets, and the nunber of reordered packets. The
RECOMVENDED al gorithmto change the sequence nunber on sequentia
packets is an increnenting val ue.

Measurenent units:
n/ a

See Al so:
St ream

3.3.2. Stream
Definition:
A group of packets tracked as a single entity by the traffic

receiver. A stream MJST share conmmon content, such as type (IP
UDP), | P SA/ DA, packet size, or payl oad.
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Di scussi on
Streans are tracked by test sequence nunber or "unique signature
field" [Ma00]. Streans define how individual packet statistics
are grouped together to forman intelligible summary.

Conmon stream groupi ngs woul d be by egress interface, destination
address, source address, DSCP, or |P precedence. A stream using
test sequence nunbers can track the ordering of packets as they
traverse the DUT/ SUT.

Streanms are not restricted to a pair of source and destination
interfaces as long as all packets are tracked as a single entity.
A multicast streamcan be forwarded to multiple destination

i nterfaces.

Measur enent units:
n/ a

See Al so:
Fl ow
M crof | ow [ Ni 98]
Test sequence numrber

3.3.3. In-Sequence Packet

Definition:
A received packet with the expected Test Sequence numnber

Di scussi on
I n-sequence is done on a streamlevel. As packets are received on
a stream each packet’s Test Sequence nunber is conpared with the
previ ous packet. Only packets that natch the expected Test
Sequence nunber are considered in-sequence.

Packets that do not match the expected Test Sequence nunber are
counted as "not in-sequence" or out-of-sequence. Every packet
that is received is either in-sequence or out-of-sequence.
Subtracting the in-sequence fromthe received packets (for that
stream, the tester can derive the out-of-sequence count.

Two types of events will prevent the in-sequence from
i ncrenenting: packet | oss and reordered packets.

Measurenment units:
Packet count
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See Al so:
St ream
Test Sequence nunber

3.3.4. CQut-of-Oder Packet

Definition:
A received packet with a sequence nunber |ess than the sequence
nurmber of any previously arriving packet.

Di scussi on
As a stream of packets enters a DUT/SUT, they include a Stream
Test Sequence nunber indicating the order the packets were sent to
the DUT/ SUT. On exiting the DUT/SUT, these packets may arrive in
a different order. Each packet that was reordered is counted as
an Cut-of - Order Packet.

Certain streaning protocols (such as TCP) require the packets to
be in a certain order. Packets outside this are dropped by the
streami ng protocols even though they were properly received by the
I P layer. The type of reordering tolerated by a stream ng
protocol varies fromprotocol to protocol, and al so by

i mpl enent ati on.

Packet | oss does not affect the Qut-of-Order Packet count. The
Qut - of - Order Packet count is inpacted only by packets that were
not received in the order that they were transmtted.

Measur enent units:
packet s

See Al so:
Stream
Test Sequence nunber
Packet Reordering Metric for |IPPM [MO03]

3.3.5. Duplicate Packet

Definition:
A received packet with a Test Sequence nunber matching a
previously received packet.

Di scussi on

A Duplicate Packet is a packet that the DUT/ SUT has successfully
transmitted out an egress interface nore than once. The egress
interface has previously forwarded this packet.
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A Duplicate Packet SHOULD be a bit-for-bit copy of an already
transmtted packet (including Test Sequence nunber). |f the
Duplicate Packet traversed different paths through the DUT/ SUT,
some fields (such as TTL or checksun) may have changed

A nmul ticast packet is not a Duplicate Packet by definition. For a
given IP nulticast group, a DUT/SUT SHOULD forward a packet once
on a given egress interface provided the path to one or nore

mul ticast receivers is through that interface. Several egress
interfaces will transmt the sane packet, but only once per

i nterface.

To detect a Duplicate Packet, each packet offered to the DUT/ SUT
MUST contain a uni que packet-by-packet identifier

Measur enent units:
Packet count

See Al so:
St ream
Test Sequence nunber

3.4. Vectors

A vector is a group of packets all matching a specific
classification criteria, such as DSCP. Vectors are
identified by the classification criteria and benchnarki ng
metrics, such as a Forwardi ng Capacity, Forwarding Del ay,
or Jitter.

3.4.1. Intended Vector

Definition:
A description of the configuration on an external source

for the attenpted rate of a streamtransnitted to a DUT/ SUT
mat chi ng specific classification rules.

Di scussi on
The I ntended Vector of a streaminfluences the benchmark
nmeasurenents. The Intended Vector is described by the
classification criteria and attenpted rate.

Measurement Units:
N byt es packets per second
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See Al so:
St ream
O fered Vector
For war di ng Vect or

3.4.2. Ofered Vector

Definition:
A description for the attenpted rate of a streamoffered to
a DUT/ SUT mat chi ng specific classification rules.

Di scussi on
The O fered Vector of a streaminfluences the benchmark
neasurenents. The Ofered Vector is described by the
classification criteria and offered rate.

Measurement Units:
N- byt es packets per second

See Al so:
St ream
I nt ended Vect or
For war di ng Vect or

3.4.3. Expected Vectors
3.4.3.1. Expected Forwarding Vector

Definition:
A description of the expected output rate of packets nmatching a
specific classification, such as DSCP

Di scussi on
The val ue of the Expected Forwardi ng Vector is dependent on the
set of offered vectors and O assification configuration on the
DUT/ SUT. The DUT is configured in a certain way so that
classification occurs when a traffic mx consisting of multiple
streams is applied.

This term captures the expected forwardi ng behavior fromthe DUT
receiving nultiple Ofered Vectors. The actual algorithmor
nmechani smthe DUT uses to achieve service differentiation is

i mpl enentation specific and is not inportant when describing the
Expect ed Forwardi ng Vector.

Measurement units:
N-octet packets per second
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See Al so:
Cl assification
St ream
I nt ended Vect or
O fered Vector

3.4.3.2. Expected Loss Vector

Definition:
A description of the percentage of packets having a specific
classification that should not be forwarded.

Di scussi on
The val ue of the Expected Loss Vector is dependent on the set of
of fered vectors and C assification configuration on the DUT/ SUT
The DUT is configured in a certain way so that classification
occurs when a traffic m x consisting of nultiple streams is
appl i ed.

This term captures the expected forwardi ng behavior fromthe DUT
receiving nultiple Offered Vectors. The actual algorithmor
mechani smthe DUT uses to achieve service differentiation is

i npl ement ation specific and is not inportant when describing the
Expected Loss Vector.

Measurenment Units:
Percent age of intended packets expected to be dropped.

See Al so:
Cl assification
St ream
| nt ended Vect or
O fered Vector
One-way Packet Loss Metric [Ka99]

3.4.3.3. Expected Sequence Vect or

Definition:
A description of the expected in-sequence packets nmatching a
specific classification, such as DSCP

Di scussi on
The val ue of the Expected Sequence Vector is dependent on the set
of offered vectors and C assification configuration on the
DUT/ SUT. The DUT is configured in a certain way so that
classification occurs when a traffic mx consisting of multiple
streams is applied.
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This term captures the expected forwardi ng behavior fromthe DUT
receiving nultiple Offered Vectors. The actual algorithmor
nmechani smthe DUT uses to achieve service differentiation is

i npl ementation specific and is not inportant when describing the
Expect ed Sequence Vector.

Measurement Units:
N-octet packets per second

See Al so:
Classification
St ream
I n- Sequence Packet
| nt ended Vect or
O fered Vector

3.4.3.4. Expected Del ay Vector

Definition:
A description of the expected instantaneous Forwarding Delay for
packets matching a specific classification, such as DSCP

Di scussi on
The val ue of the Expected Delay Vector is dependent on the set of
of fered vectors and Cl assification configuration on the DUT/ SUT
The DUT is configured in a certain way so that classification
occurs when a traffic mx consisting of nmultiple streans is
appl i ed.

This termcaptures the expected forwardi ng behavior fromthe DUT
receiving nultiple Offered Vectors. The actual algorithmor
mechani smthe DUT uses to achieve service differentiation is

i mpl enentation specific and is not inportant when describing the
Expect ed Del ay Vector.

Measurenment units:
m | liseconds

See Al so:
Cl assification
St ream
Forwar di ng Del ay
I nt ended Vect or
O fered Vector
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3.4.3.5. Expected Average Del ay Vector

Definition:
A description of the expected average Forwardi ng Delay for packets
mat ching a specific classification, such as DSCP.

Di scussi on:
The val ue of the Expected Average Delay Vector is dependent on the
set of offered vectors and Cl assification configuration on the
DUT/ SUT. The DUT is configured in a certain way so that
classification occurs when a traffic mx consisting of multiple
streans is applied.

This term captures the expected forwardi ng behavior fromthe DUT
receiving nultiple Offered Vectors. The actual algorithmor
mechani smthe DUT uses to achieve service differentiation is

i npl ementation specific and is not inportant when describing the
Expect ed Average Del ay Vector.

Measurenment units:
mlliseconds

See Al so:
Cl assification
Stream
Forwar di ng Del ay
| nt ended Vect or
O fered Vector
Expect ed Del ay Vector

3.4.3.6. Expected Maxi mum Del ay Vect or

Definition:
A description of the expected maxi mum Forwardi ng Del ay for packets
mat ching a specific classification, such as DSCP.

Di scussi on:
The val ue of the Expected Maxi mum Del ay Vector is dependent on the
set of offered vectors and Cl assification configuration on the
DUT/ SUT. The DUT is configured in a certain way so that
classification occurs when a traffic mx consisting of nmultiple
streans is applied.

This term captures the expected forwardi ng behavior fromthe DUT
receiving nultiple Offered Vectors. The actual algorithmor
mechani smthe DUT uses to achieve service differentiation is

i npl ement ation specific and is not inportant when describing the
Expect ed Maxi num Del ay Vector.
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Measurenment units:
m | liseconds

See Al so:
Classification
Stream
Forwar di ng Del ay
| nt ended Vect or
O fered Vector
Expect ed Del ay Vector

3.4.3.7. Expected M ni mum Del ay Vect or

Definition:
A description of the expected nini mum Forwardi ng Del ay for packets
mat ching a specific classification, such as DSCP.

Di scussi on:
The val ue of the Expected M ni mum Del ay Vector is dependent on the
set of offered vectors and C assification configuration on the
DUT/ SUT. The DUT is configured in a certain way so that
classification occurs when a traffic mx consisting of multiple
streams is applied.

This term