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CHAPTER
ONE

INTRODUCTION

The Internet Domain Name System (DNS) consists of the syntax to specify the names of entities in the Internet in a
hierarchical manner, the rules used for delegating authority over names, and the system implementation that actually
maps names to Internet addresses. DNS data is maintained in a group of distributed hierarchical databases.

1.1 Scope of Document

The Berkeley Internet Name Domain (BIND) implements a domain name server for a number of operating systems. This
document provides basic information about the installation and care of the Internet Systems Consortium (ISC) BIND
version 9 software package for system administrators.

This manual covers BIND version 9.16.36.

1.2 Organization of This Document

In this document, Chapter I introduces the basic DNS and BIND concepts. Chapter 2 describes resource requirements
for running BIND in various environments. Information in Chapter 3 is task-oriented in its presentation and is organized
functionally, to aid in the process of installing the BIND 9 software. The task-oriented section is followed by Chapter
4, which is organized as a reference manual to aid in the ongoing maintenance of the software. Chapter 5 contains
more advanced concepts that the system administrator may need for implementing certain options. Chapter 6 addresses
security considerations, and Chapter 7 contains troubleshooting help. The main body of the document is followed by
several appendices which contain useful reference information, such as a bibliography and historic information related to
BIND and the Domain Name System.

1.3 Conventions Used in This Document

In this document, we generally use Fixed Width text to indicate the following types of information:
* pathnames
* filenames
e URLs
* hostnames
* mailing list names
* new terms or concepts

e literal user input
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* program output
» keywords
e variables

Text in “quotes,” bold, or italics is also used for emphasis or clarity.

1.4 The Domain Name System (DNS)

This document explains the installation and upkeep of the BIND (Berkeley Internet Name Domain) software package.
We begin by reviewing the fundamentals of the Domain Name System (DNS) as they relate to BIND.

1.4.1 DNS Fundamentals

The Domain Name System (DNS) is a hierarchical, distributed database. It stores information for mapping Internet host
names to IP addresses and vice versa, mail routing information, and other data used by Internet applications.

Clients look up information in the DNS by calling a resolver library, which sends queries to one or more name servers and
interprets the responses. The BIND 9 software distribution contains a name server, named, and a set of associated tools.

1.4.2 Domains and Domain Names

The data stored in the DNS is identified by domain names that are organized as a tree according to organizational or
administrative boundaries. Each node of the tree, called a domain, is given a label. The domain name of the node is the
concatenation of all the labels on the path from the node to the roof node. This is represented in written form as a string
of labels listed from right to left and separated by dots. A label need only be unique within its parent domain.

For example, a domain name for a host at the company Example, Inc. could be ourhost . example . com, where com
is the top-level domain to which ourhost . example . com belongs, example is a subdomain of com, and ourhost
is the name of the host.

For administrative purposes, the name space is partitioned into areas called zones, each starting at a node and extending
down to the “leaf” nodes or to nodes where other zones start. The data for each zone is stored in a name server, which
answers queries about the zone using the DNS protocol.

The data associated with each domain name is stored in the form of resource records (RRs). Some of the supported
resource record types are described in Types of Resource Records and When to Use Them.

For more detailed information about the design of the DNS and the DNS protocol, please refer to the standards documents
listed in Requests for Comment (RFCs).

1.4.3 Zones

To properly operate a name server, it is important to understand the difference between a zone and a domain.

As stated previously, a zone is a point of delegation in the DNS tree. A zone consists of those contiguous parts of the
domain tree for which a name server has complete information and over which it has authority. It contains all domain
names from a certain point downward in the domain tree except those which are delegated to other zones. A delegation
point is marked by one or more NS records in the parent zone, which should be matched by equivalent NS records at the
root of the delegated zone.

2 Chapter 1. Introduction
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For instance, consider the example . com domain, which includes names such as host .aaa.example.com and
host .bbb.example . com, even though the example . comzone includes only delegations for the aaa . example.
com and bbb .example.com zones. A zone can map exactly to a single domain, but could also include only part of
a domain, the rest of which could be delegated to other name servers. Every name in the DNS tree is a domain, even
if it is ferminal, that is, has no subdomains. Every subdomain is a domain and every domain except the root is also a
subdomain. The terminology is not intuitive and we suggest reading RFC 1033, RFC 1034, and RFC 1035 to gain a
complete understanding of this difficult and subtle topic.

Though BIND 9 is called a “domain name server,” it deals primarily in terms of zones. The primary and secondary
declarations in the named. conf file specify zones, not domains. When BIND asks some other site if it is willing to be
a secondary server for a domain, it is actually asking for secondary service for some collection of zones.

1.4.4 Authoritative Name Servers

Each zone is served by at least one authoritative name server, which contains the complete data for the zone. To make the
DNS tolerant of server and network failures, most zones have two or more authoritative servers, on different networks.

Responses from authoritative servers have the “authoritative answer” (AA) bit set in the response packets. This makes
them easy to identify when debugging DNS configurations using tools like dig (Diagnostic Tools).

The Primary Server

The authoritative server, where the main copy of the zone data is maintained, is called the primary (formerly master)
server, or simply the primary. Typically it loads the zone contents from some local file edited by humans or perhaps
generated mechanically from some other local file which is edited by humans. This file is called the zone file or master

file.

In some cases, however, the master file may not be edited by humans at all, but may instead be the result of dynamic
update operations.

Secondary Servers

The other authoritative servers, the secondary servers (formerly known as slave servers) load the zone contents from
another server using a replication process known as a zone transfer. Typically the data is transferred directly from the
primary, but it is also possible to transfer it from another secondary. In other words, a secondary server may itself act as
a primary to a subordinate secondary server.

Periodically, the secondary server must send a refresh query to determine whether the zone contents have been updated.
This is done by sending a query for the zone’s Start of Authority (SOA) record and checking whether the SERIAL field
has been updated; if so, a new transfer request is initiated. The timing of these refresh queries is controlled by the
SOA REFRESH and RETRY fields, but can be overridden with the max—-refresh-time, min-refresh-time,
max-retry-time, and min-retry—time options.

If the zone data cannot be updated within the time specified by the SOA EXPIRE option (up to a hard-coded maximum
of 24 weeks), the secondary zone expires and no longer responds to queries.

1.4. The Domain Name System (DNS) 3
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Stealth Servers

Usually, all of the zone’s authoritative servers are listed in NS records in the parent zone. These NS records constitute a
delegation of the zone from the parent. The authoritative servers are also listed in the zone file itself, at the fop level or
apex of the zone. Servers that are not in the parent’s NS delegation can be listed in the zone’s top-level NS records, but
servers that are not present at the zone’s top level cannot be listed in the parent’s delegation.

A stealth server is a server that is authoritative for a zone but is not listed in that zone’s NS records. Stealth servers can be
used for keeping a local copy of a zone, to speed up access to the zone’s records or to make sure that the zone is available
even if all the “official” servers for the zone are inaccessible.

A configuration where the primary server itself is a stealth server is often referred to as a “hidden primary” configuration.
One use for this configuration is when the primary is behind a firewall and is therefore unable to communicate directly
with the outside world.

1.4.5 Caching Name Servers

The resolver libraries provided by most operating systems are stub resolvers, meaning that they are not capable of per-
forming the full DNS resolution process by themselves by talking directly to the authoritative servers. Instead, they rely on
a local name server to perform the resolution on their behalf. Such a server is called a recursive name server; it performs
recursive lookups for local clients.

To improve performance, recursive servers cache the results of the lookups they perform. Since the processes of recursion
and caching are intimately connected, the terms recursive server and caching server are often used synonymously.

The length of time for which a record may be retained in the cache of a caching name server is controlled by the Time-
To-Live (TTL) field associated with each resource record.

Forwarding

Even a caching name server does not necessarily perform the complete recursive lookup itself. Instead, it can forward
some or all of the queries that it cannot satisfy from its cache to another caching name server, commonly referred to as a
forwarder.

Forwarders are typically used when an administrator does not wish for all the servers at a given site to interact directly with
the rest of the Internet. For example, a common scenario is when multiple internal DNS servers are behind an Internet
firewall. Servers behind the firewall forward their requests to the server with external access, which queries Internet DNS
servers on the internal servers’ behalf.

Another scenario (largely now superseded by Response Policy Zones) is to send queries first to a custom server for RBL
processing before forwarding them to the wider Internet.

There may be one or more forwarders in a given setup. The order in which the forwarders are listed in named. conf
does not determine the sequence in which they are queried; rather, named uses the response times from previous queries
to select the server that is likely to respond the most quickly. A server that has not yet been queried is given an initial
small random response time to ensure that it is tried at least once. Dynamic adjustment of the recorded response times
ensures that all forwarders are queried, even those with slower response times. This permits changes in behavior based
on server responsiveness.

4 Chapter 1. Introduction
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1.4.6 Name Servers in Multiple Roles

The BIND name server can simultaneously act as a primary for some zones, a secondary for other zones, and as a caching
(recursive) server for a set of local clients.

However, since the functions of authoritative name service and caching/recursive name service are logically separate, it
is often advantageous to run them on separate server machines. A server that only provides authoritative name service
(an authoritative-only server) can run with recursion disabled, improving reliability and security. A server that is not
authoritative for any zones and only provides recursive service to local clients (a caching-only server) does not need to be
reachable from the Internet at large and can be placed inside a firewall.

1.4. The Domain Name System (DNS) 5
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CHAPTER
TWO

BIND RESOURCE REQUIREMENTS

2.1 Hardware Requirements

DNS hardware requirements have traditionally been quite modest. For many installations, servers that have been retired
from active duty have performed admirably as DNS servers.

However, the DNSSEC features of BIND 9 may be quite CPU-intensive, so organizations that make heavy use of these
features may wish to consider larger systems for these applications. BIND 9 is fully multithreaded, allowing full utilization
of multiprocessor systems for installations that need it.

2.2 CPU Requirements

CPU requirements for BIND 9 range from i386-class machines, for serving static zones without caching, to enterprise-
class machines to process many dynamic updates and DNSSEC-signed zones, serving many thousands of queries per
second.

2.3 Memory Requirements

Server memory must be sufficient to hold both the cache and the zones loaded from disk. The max-cache-size option
can limit the amount of memory used by the cache, at the expense of reducing cache hit rates and causing more DNS
traffic. It is still good practice to have enough memory to load all zone and cache data into memory; unfortunately, the
best way to determine this for a given installation is to watch the name server in operation. After a few weeks, the server
process should reach a relatively stable size where entries are expiring from the cache as fast as they are being inserted.

2.4 Name Server-Intensive Environment Issues

For name server-intensive environments, there are two configurations that may be used. The first is one where clients and
any second-level internal name servers query the main name server, which has enough memory to build a large cache;
this approach minimizes the bandwidth used by external name lookups. The second alternative is to set up second-level
internal name servers to make queries independently. In this configuration, none of the individual machines need to have
as much memory or CPU power as in the first alternative, but this has the disadvantage of making many more external
queries, as none of the name servers share their cached data.
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2.5 Supported Platforms

Current support status of various platforms and BIND 9 versions can be found in the ISC Knowledgebase:
https://kb.isc.org/docs/supported-platforms

In general, this version of BIND will build and run on any POSIX-compliant system with a C11-compliant C compiler,
BSD-style sockets with RFC-compliant IPv6 support, POSIX-compliant threads, and the required libraries.

The following C11 features are used in BIND 9:

¢ Atomic operations support from the compiler is needed, either in the form of builtin operations, C11 atomics, or
the Interlocked family of functions on Windows.

e Thread Local Storage support from the compiler is needed, either in the form of Cl11
_Thread_local/thread_local, the _ thread GCC extension, or the _ declspec (thread)
MSVC extension on Windows.

ISC regularly tests BIND on many operating systems and architectures, but lacks the resources to test all of them. Con-
sequently, ISC is only able to offer support on a “best effort” basis for some.

2.5.1 Regularly tested platforms

As of August 2022, BIND 9.16 is fully supported and regularly tested on the following systems:
¢ Debian 10, 11
e Ubuntu LTS 18.04, 20.04, 22.04
* Fedora 37
¢ Red Hat Enterprise Linux / CentOS / Oracle Linux 7, 8, 9
¢ FreeBSD 12.3, 13.1
e OpenBSD 7.2
* Alpine Linux 3.16
The amd64, 1386, armhf and arm64 CPU architectures are all fully supported.

2.5.2 Best effort

The following are platforms on which BIND is known to build and run. ISC makes every effort to fix bugs on these
platforms, but may be unable to do so quickly due to lack of hardware, less familiarity on the part of engineering staff,
and other constraints. With the exception of Windows Server 2016, none of these are tested regularly by ISC.

¢ Windows Server 2012 R2, 2016 / x64

* Windows 10 / x64

* macOS 10.12+

¢ Solaris 11

e NetBSD

 Other Linux distributions still supported by their vendors, such as:
— Ubuntu 20.10+

— Gentoo

8 Chapter 2. BIND Resource Requirements
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— Arch Linux
¢ OpenWRT/LEDE 17.01+

* Other CPU architectures (mips, mipsel, sparc, ...)

2.5.3 Community maintained

These systems may not all have the required dependencies for building BIND easily available, although it will be possible
in many cases to compile those directly from source. The community and interested parties may wish to help with main-
tenance, and we welcome patch contributions, although we cannot guarantee that we will accept them. All contributions
will be assessed against the risk of adverse effect on officially supported platforms.

¢ Platforms past or close to their respective EOL dates, such as:

Ubuntu 14.04, 16.04 (Ubuntu ESM releases are not supported)
CentOS 6

Debian 8 Jessie, 9 Stretch

FreeBSD 10.x, 11.x

2.6 Unsupported Platforms

These are platforms on which BIND 9.16 is known not to build or run:
* Platforms without at least OpenSSL 1.0.2
¢ Windows 10 / x86
* Windows Server 2012 and older
* Solaris 10 and older
* Platforms that don’t support IPv6 Advanced Socket API (RFC 3542)
¢ Platforms that don’t support atomic operations (via compiler or library)
¢ Linux without NPTL (Native POSIX Thread Library)

¢ Platforms on which 1ibuv cannot be compiled

2.7 Building BIND 9

To build on a Unix or Linux system, use:

$ ./configure
$ make

Several environment variables affect compilation, and they can be set before running configure. The most significant
ones are:

2.6. Unsupported Platforms 9
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Variable Description
cc The C compiler to use. configure tries to figure out the right one for supported systems.
CFLAGS The C compiler flags. Defaults to include -g and/or -O2 as supported by the compiler. Please

include —g if CFLAGS needs to be set.

STD_CINCLUDE System header file directories. Can be used to specify where add-on thread or IPv6 support is, for
example. Defaults to empty string.

STD_CDEFINES Any additional preprocessor symbols you want defined. Defaults to empty string. For a list of
possible settings, see the file OPTIONS.

LDFLAGS The linker flags. Defaults to an empty string.

BUILD_CC Needed when cross-compiling: the native C compiler to use when building for the target system.
BUILD_CFLAGS CFLAGS for the target system during cross-compiling.

BUILD_CPPFLAGPPFLAGS for the target system during cross-compiling.

BUILD_LDFLAGIDFLAGS for the target system during cross-compiling.

BUILD_LIBS | LIBS for the target system during cross-compiling.

Additional environment variables affecting the build are listed at the end of the configure help text, which can be
obtained by running the command:

$ ./configure —--help

If you're planning on making changes to the BIND 9 source, you should run make depend. If you're using Emacs, you
might find make tags helpful.

2.7.1 Required Libraries

To build BIND 9, the following packages must be installed:
e libcrypto, libssl
e libuv
* perl
* pkg-config/pkgconfig/pkgconf

BIND 9.16 requires 1ibuv 1.x or higher. On older systems, an updated 1ibuv package needs to be installed from
sources such as EPEL, PPA, or other native sources. The other option is to build and install 1 ibuv from source.

OpenSSL 1.0.2e or newer is required. If the OpenSSL library is installed in a nonstandard location, specify the prefix
using ——with-openssl=<PREFIX> onthe configure command line.

Portions of BIND that are written in Python, including dnssec-keymgr, dnssec-coverage,
dnssec-checkds, and some of the system tests, require the argparse, ply and distutils.core
modules to be available. argparse is a standard module as of Python 2.7 and Python 3.2. ply is available from
https://pypi.python.org/pypi/ply. distutils. core is required for installation.

10 Chapter 2. BIND Resource Requirements



OPTIONS.md
https://pypi.python.org/pypi/ply

BIND 9 Administrator Reference Manual, Release 9.16.36

2.7.2 Optional Features

To see a full list of configuration options, run configure —--help.
To build shared libraries, specify ——with-1ibtool on the configure command line.

To support the HTTP statistics channel, the server must be linked with at least one of the following libraries: 1ibxml2
(http://xmlsoft.org) or json—c (https://github.com/json-c/json-c). If these are installed at a nonstandard location, then:

e for 1ibxml2, specify the prefix using ——with-1ibxml2=/prefix,
e for json-c, adjust PKG_CONFIG_PATH.

To support compression on the HTTP statistics channel, the server must be linked against z11ib (https://zlib.net/). If this
is installed in a nonstandard location, specify the prefix using ——with-zlib=/prefix.

To support storing configuration data for runtime-added zones in an LMDB database, the server must be linked with
liblmdb (https://github.com/LMDB/Imdb). If this is installed in a nonstandard location, specify the prefix using
——with-1lmdb=/prefix.

To support MaxMind GeolP2 location-based ACLs, the server must be linked with 1 ibmaxminddb (https://maxmind.
github.io/libmaxminddb/). This is turned on by default if the library is found; if the library is installed in a nonstan-
dard location, specify the prefix using ——with-maxminddb=/prefix. GeolP2 support can be switched off with
——disable—geoip.

For DNSTAP packet logging, 1ibfstrm (https://github.com/farsightsec/fstrm) and libprotobuf-c (https:/
developers.google.com/protocol-buffers) must be installed, and BIND must be configured with ——enable-dnstap.

To support internationalized domain names in dig, 1ibidn2 (https://www.gnu.org/software/libidn/#libidn2) must be
installed. If the library is installed in a nonstandard location, specify the prefix using ——with-1libidn2=/prefix
or adjust PKG_CONFIG_PATH.

For line editing in nsupdate and ns1ookup, either the readl ine (https://tiswww.case.edu/php/chet/readline/rltop.
html) or the 1ibedit library (https://www.thrysoee.dk/editline/) must be installed. If these are installed at a nonstan-
dard location, adjust PKG_CONFIG_PATH. readline is used by default, and 1ibedit can be explicitly requested
using ——with-readline=1ibedit.

Certain compiled-in constants and default settings can be decreased to values better suited to small machines, e.g. Open-
WRT boxes, by specifying ——with-tuning=small on the configure command line. This decreases memory
usage by using smaller structures, but degrades performance.

On Linux, process capabilities are managed in user space using the 1 ibcap library (https://git.kernel.org/pub/scm/libs/
libcap/libcap.git/), which can be installed on most Linux systems via the 1ibcap—-dev or 1ibcap-devel package.
Process capability support can also be disabled by configuring with ——disable-linux—-caps.

On some platforms it is necessary to explicitly request large file support to handle files bigger than 2GB. This can be done
by using ——enable-largefile onthe configure command line.

Support for the “fixed” RRset-order option can be enabled or disabled by specifying ——enable-fixed-rrset or
-—disable-fixed-rrset onthe configure command line. By default, fixed RRset-order is disabled to reduce
memory footprint.

The ——enable—querytrace option causes named to log every step while processing every query. This option
should only be enabled when debugging because is has a significant negative impact on query performance.

make install installs named and the various BIND 9 libraries. By default, installation is into /ust/local, but this can
be changed with the ——prefix option when running configure.

The option ——sysconfdir can be specified to set the directory where configuration files such as named. conf go by
default; -—1ocalstatedir can be used to set the default parent directory of run/named.pid. ——sysconfdir
defaults to Sprefix/etcand ——localstatedir defaults to Sprefix/var.
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2.7.3 macOS

Building on macOS assumes that the “Command Tools for Xcode” are installed. These can be downloaded from https:
//developer.apple.com/download/more/ or, if Xcode is already installed, simply run xcode-select --install.
(Note that an Apple ID may be required to access the download page.)
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CHAPTER
THREE

NAME SERVER CONFIGURATION

In this chapter we provide some suggested configurations, along with guidelines for their use. We suggest reasonable

values for certain option settings.

3.1 Sample Configurations

3.1.1 A Caching-only Name Server

The following sample configuration is appropriate for a caching-only name server for use by clients internal to a corpo-
ration. All queries from outside clients are refused using the allow—query option. The same effect can be achieved

using suitable firewall rules.

// Two corporate subnets we wish to allow queries from.
acl corpnets { 192.168.4.0/24; 192.168.7.0/24; };
options {

// Working directory

directory "/etc/namedb";

allow—query { corpnets; };
i
// Provide a reverse mapping for the loopback
// address 127.0.0.1
zone "0.0.127.in-addr.arpa" |
type primary;
file "localhost.rev";
notify noj;

bi

3.1.2 An Authoritative-only Name Server

This sample configuration is for an authoritative-only server that is the primary server for example
server for the subdomain eng.example.com.

. comand a secondary

options {
// Working directory
directory "/etc/namedb";
// Do not allow access to cache
allow—query-cache { none; };
// This is the default
allow—query { any; 1};

(continues on next page)
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(continued from previous page)

// Do not provide recursive service
recursion no;

bi

// Provide a reverse mapping for the loopback
// address 127.0.0.1
zone "0.0.127.in-addr.arpa" {
type primary;
file "localhost.rev";
notify noj;
i
// We are the primary server for example.com
zone "example.com" {
type primary;
file "example.com.db";
// IP addresses of secondary servers allowed to
// transfer example.com
allow-transfer {
192.168.4.14;
192.168.5.53;
bi
bi
// We are a secondary server for eng.example.com
zone "eng.example.com" {
type secondary;
file "eng.example.com.bk";
// IP address of eng.example.com primary server
masters { 192.168.4.12; };
i

3.2 Load Balancing

A primitive form of load balancing can be achieved in the DNS by using multiple records (such as multiple A records)
for one name.

For example, assuming three HTTP servers with network addresses of 10.0.0.1, 10.0.0.2, and 10.0.0.3, a set of records
such as the following means that clients will connect to each machine one-third of the time:

Name | TTL | CLASS | TYPE | Resource Record (RR) Data
www | 600 | IN A 10.0.0.1

600 | IN A 10.0.0.2

600 | IN A 10.0.0.3

When a resolver queries for these records, BIND rotates them and responds to the query with the records in a different
order. In the example above, clients randomly receive records in the order 1, 2, 3; 2, 3, 1; and 3, 1, 2. Most clients use
the first record returned and discard the rest.

For more detail on ordering responses, check the rrset-order sub-statement in the opt ions statement; see RRset
Ordering.
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3.3 Name Server Operations

3.3.1 Tools for Use With the Name Server Daemon

This section describes several indispensable diagnostic, administrative, and monitoring tools available to the system ad-
ministrator for controlling and debugging the name server daemon.

Diagnostic Tools

The dig, host, and ns1lookup programs are all command-line tools for manually querying name servers. They differ

in style and output format.

dig
dig is the most versatile and complete of these lookup tools. It has two modes: simple interactive mode for a
single query, and batch mode, which executes a query for each in a list of several query lines. All query options are
accessible from the command line.

For more information and a list of available commands and options, see dig - DNS lookup utfility.

host
The host utility emphasizes simplicity and ease of use. By default, it converts between host names and Internet
addresses, but its functionality can be extended with the use of options.

For more information and a list of available commands and options, see host - DNS lookup utility.

nslookup
nslookup has two modes: interactive and non-interactive. Interactive mode allows the user to query name servers
for information about various hosts and domains, or to print a list of hosts in a domain. Non-interactive mode is
used to print just the name and requested information for a host or domain.

Due to its arcane user interface and frequently inconsistent behavior, we do not recommend the use of ns1lookup.
Use dig instead.

Administrative Tools

Administrative tools play an integral part in the management of a server.

named-checkconf
The named-checkconf program checks the syntax of a named. conf file.

For more information and a list of available commands and options, see named-checkconf - named configuration
file syntax checking tool.

named-checkzone
The named-checkzone program checks a zone file for syntax and consistency.

For more information and a list of available commands and options, see named-checkzone - zone file validation
tool.

named-compilezone
This tool is similar to named-checkzone but it always dumps the zone content to a specified file (typically in a
different format).

For more information and a list of available commands and options, see named-compilezone - zone file converting
tool.
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rndc

The remote name daemon control (rndc) program allows the system administrator to control the operation of a
name server.

See rndc - name server control utility for details of the available rndc commands.

rndc requires a configuration file, since all communication with the server is authenticated with digital signatures
that rely on a shared secret, and there is no way to provide that secret other than with a configuration file. The
default location for the rndc configuration file is /et c¢/rndc. conf, but an alternate location can be specified
with the —c option. If the configuration file is not found, rndc also looks in /etc/rndc.key (or whatever
sysconfdir was defined when the BIND build was configured). The rndc. key file is generated by running
rndc—confgen -—a as described in controls Statement Definition and Usage.

The format of the configuration file is similar to that of named . conf, but is limited to only four statements: the
options, key, server, and include statements. These statements are what associate the secret keys to the
servers with which they are meant to be shared. The order of statements is not significant.

The options statement has three clauses: default-server, default-key, and default-port.
default-server takes a host name or address argument and represents the server that is contacted if no —s
option is provided on the command line. default—key takes the name of a key as its argument, as defined by
a key statement. default-port specifies the port to which rndc should connect if no port is given on the
command line or in a server statement.

The key statement defines a key to be used by rndc when authenticating with named. Its syntax is identical
to the key statement in named.conf. The keyword key is followed by a key name, which must be a valid
domain name, though it need not actually be hierarchical; thus, a string like rndc_key is a valid name. The key
statement has two clauses: algorithmand secret. While the configuration parser accepts any string as the ar-
gument to algorithm, currently only the strings hmac-md5, hmac-shal, hmac-sha224, hmac-sha256,
hmac-sha384, and hmac-shab512 have any meaning. The secret is a Base64-encoded string as specified in
RFC 3548.

The server statement associates a key defined using the key statement with a server. The keyword server is
followed by a host name or address. The server statement has two clauses: key and port. The key clause
specifies the name of the key to be used when communicating with this server, and the port clause can be used
to specify the port rndc should connect to on the server.

A sample minimal configuration file is as follows:

key rndc_key {
algorithm "hmac-sha256";
secret
"c3Ryb25nIGVuUb3VnaCBmb3IgYSBtYW4gYnV0IG1hZGUgZm9yIGEgd2 9t YW4K" ;
}i
options {
default-server 127.0.0.1;
default-key rndc_key;
bi

This file, if installed as /etc/rndc.conf£, allows the command:
S rndc reload

to connect to 127.0.0.1 port 953 and causes the name server to reload, if a name server on the local machine is
running with the following controls statements:

controls {
inet 127.0.0.1
allow { localhost; } keys { rndc_key; };
bi
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and it has an identical key statement for rndc_key.

Running the rndc—confgen program conveniently creates an rndc.conf file, and also displays the cor-
responding controls statement needed to add to named.conf. Alternatively, it is possible to run
rndc-confgen -—a tosetup an rndc.key file and not modify named. conf at all.

3.3.2 Signals

Certain Unix signals cause the name server to take specific actions, as described in the following table. These signals can
be sent using the ki11 command.

SIGHUP Causes the server to read named . conf and reload the database.
SIGTERM | Causes the server to clean up and exit.
SIGINT Causes the server to clean up and exit.

3.4 Plugins

Plugins are a mechanism to extend the functionality of named using dynamically loadable libraries. By using plugins,
core server functionality can be kept simple for the majority of users; more complex code implementing optional features
need only be installed by users that need those features.

The plugin interface is a work in progress, and is expected to evolve as more plugins are added. Currently, only “query
plugins” are supported; these modify the name server query logic. Other plugin types may be added in the future.

The only plugin currently included in BIND is filter—aaaa. so, which replaces the filter—aaaa feature that
previously existed natively as part of named. The code for this feature has been removed from named and can no longer
be configured using standard named. conf syntax, but linking in the filter—aaaa. so plugin provides identical
functionality.

3.4.1 Configuring Plugins

A plugin is configured with the plugin statement in named. conf:

plugin query "library.so" {
parameters

bi

In this example, file Library. so is the plugin library. query indicates that this is a query plugin.
Multiple plugin statements can be specified, to load different plugins or multiple instances of the same plugin.

parameters are passed as an opaque string to the plugin’s initialization routine. Configuration syntax differs depending
on the module.
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3.4.2 Developing Plugins

Each plugin implements four functions:
* plugin_register to allocate memory, configure a plugin instance, and attach to hook points within named ,
e plugin_destroy to tear down the plugin instance and free memory,
e plugin_version to check that the plugin is compatible with the current version of the plugin API,
* plugin_check to test syntactic correctness of the plugin parameters.

At various locations within the named source code, there are “hook points” at which a plugin may register itself. When a
hook point is reached while named is running, it is checked to see whether any plugins have registered themselves there;
if so, the associated “hook action” - a function within the plugin library - is called. Hook actions may examine the runtime
state and make changes: for example, modifying the answers to be sent back to a client or forcing a query to be aborted.
More details can be found in the file 1ib/ns/include/ns/hooks.h.
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CHAPTER
FOUR

BIND 9 CONFIGURATION REFERENCE

4.1 Configuration File Elements

Following is a list of elements used throughout the BIND configuration file documentation:

acl_name
The name of an address_match_1list as defined by the acl statement.

address_match_1list
A list of one or more ip_addr, ip_prefix, key_id, or acl_name elements; see Address Match Lists.

remoteserver_list
A named list of one or more ip_addr with optional key_id and/or ip_port. A remoteserver_list
may include other remoteserver_list.

domain_name
A quoted string which is used as a DNS name; for example. my . test .domain.

namelist
A list of one or more domain_name elements.

dotted_decimal
One to four integers valued O through 255 separated by dots (.), suchas 123.45.670r 89.123.45.67.

ip4_addr
An IPv4 address with exactly four elements in dotted_decimal notation.

ip6_addr

An IPv6 address, such as 2001 : db8: : 1234. [Pv6-scoped addresses that have ambiguity on their scope zones
must be disambiguated by an appropriate zone ID with the percent character (%) as a delimiter. It is strongly
recommended to use string zone names rather than numeric identifiers, to be robust against system configuration
changes. However, since there is no standard mapping for such names and identifier values, only interface names as
link identifiers are supported, assuming one-to-one mapping between interfaces and links. For example, a link-local
address £e80: : 1 on the link attached to the interface ne0 can be specified as fe80: : 1$ne0. Note that on
most systems link-local addresses always have ambiguity and need to be disambiguated.

ip_addr
An ip4_addr or ip6_addr.

ip_dscp
A number between 0 and 63, used to select a differentiated services code point (DSCP) value for use with outgoing
traffic on operating systems that support DSCP.

ip_port
An IP port number. The number is limited to O through 65535, with values below 1024 typically restricted to
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use by processes running as root. In some cases, an asterisk (*) character can be used as a placeholder to select a
random high-numbered port.

ip_prefix
An IP network specified as an ip_addr, followed by a slash (/) and then the number of bits in the netmask.
Trailing zeros in anip_addr™ may be omitted. For example, 127/ 8 is the network 127.0.0.0" "with net-
mask "7255.0.0.0and 1.2.3.0/28 is network 1.2.3.0 with netmask 255.255.255.240. When
specifying a prefix involving a IPv6-scoped address, the scope may be omitted. In that case, the prefix matches
packets from any scope.

key_id
A domain_name representing the name of a shared key, to be used for transaction security.

key_list
A list of one or more key_ id, separated by semicolons and ending with a semicolon.

number
A non-negative 32-bit integer (i.e., a number between 0 and 4294967295, inclusive). Its acceptable value might be
further limited by the context in which it is used.

fixedpoint
A non-negative real number that can be specified to the nearest one-hundredth. Up to five digits can be specified
before a decimal point, and up to two digits after, so the maximum value is 99999.99. Acceptable values might be
further limited by the contexts in which they are used.

path_name
A quoted string which is used as a pathname, such as zones/master/my.test.domain.

port_list
A list of an ip_port or a port range. A port range is specified in the form of range followed by two
ip_port s, " 'port_low and port_high, which represents port numbers from port_1low through

port_high, inclusive. port_low must not be larger than port_high. For example, range 1024
65535 represents ports from 1024 through 65535. In either case an asterisk (*) character is not allowed as a
valid ip_port.

size_spec

A 64-bit unsigned integer, or the keywords unlimited or default. Integers may take values 0 <= value <=
18446744073709551615, though certain parameters (such as max—journal—-size) may use a more limited
range within these extremes. In most cases, setting a value to 0 does not literally mean zero; it means “undefined” or
“as big as possible,” depending on the context. See the explanations of particular parameters that use size_spec
for details on how they interpret its use. Numeric values can optionally be followed by a scaling factor: K or k for
kilobytes, M or m for megabytes, and G or g for gigabytes, which scale by 1024, 1024*1024, and 1024*1024*1024
respectively. unlimited generally means “as big as possible,” and is usually the best way to safely set a very
large number. default uses the limit that was in force when the server was started.

size_or_percent
A size_spec or integer value followed by % to represent percent. The behavior is exactly the same as
size_spec, but size_or_percent also allows specifying a positive integer value followed by the % sign
to represent percent.

yes_or_no
Either yes or no. The words t rue and false are also accepted, as are the numbers 1 and 0.

dialup_option
One of yes, no, notify, notify-passive, refresh, or passive. When used in a zone,
notify-passive, refresh, and passive are restricted to secondary and stub zones.
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4.1.1 Address Match Lists

Syntax

address_match_list = address_match_list_element ;

address_match_list_element = [ ! ] ( ip_address | ip_prefix |
key key_id | acl_name | { address_match_1list } )

Definition and Usage

Address match lists are primarily used to determine access control for various server operations. They are also used in
the listen-on and sortlist statements. The elements which constitute an address match list can be any of the
following:

e an IP address (IPv4 or IPv6)

¢ an IP prefix (in / notation)

* akey ID, as defined by the key statement

¢ the name of an address match list defined with the ac1 statement

¢ anested address match list enclosed in braces

CLINT3

Elements can be negated with a leading exclamation mark (!), and the match list names “any”, “none”, “localhost”, and
“localnets” are predefined. More information on those names can be found in the description of the acl statement.

The addition of the key clause made the name of this syntactic element something of a misnomer, since security keys can
be used to validate access without regard to a host or network address. Nonetheless, the term “address match list” is still
used throughout the documentation.

When a given IP address or prefix is compared to an address match list, the comparison takes place in approximately O(1)
time. However, key comparisons require that the list of keys be traversed until a matching key is found, and therefore
may be somewhat slower.

The interpretation of a match depends on whether the list is being used for access control, defining 11 sten—on ports,
orin a sort1list, and whether the element was negated.

When used as an access control list, a non-negated match allows access and a negated match denies access. If there is
no match, access is denied. The clauses allow-notify, allow-recursion, allow—-recursion-on,
allow—query, allow—gquery-on, allow—query—-cache, allow—query—cache-on,
allow—-transfer, allow-update, allow-update-forwarding, blackhole, and
keep-response—order all use address match lists. Similarly, the 1isten—on option causes the server to
refuse queries on any of the machine’s addresses which do not match the list.

Order of insertion is significant. If more than one element in an ACL is found to match a given IP address or prefix,
preference is given to the one that came first in the ACL definition. Because of this first-match behavior, an element
that defines a subset of another element in the list should come before the broader element, regardless of whether either
is negated. For example, in 1.2.3/24; ! 1.2.3.13; the 1.2.3.13 element is completely useless because the
algorithm matches any lookup for 1.2.3.13 to the 1.2.3/24 element. Using ! 1.2.3.13; 1.2.3/24 fixes that
problem by blocking 1.2.3.13 via the negation, but all other 1.2.3.* hosts pass through.
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4.1.2 Comment Syntax

The BIND 9 comment syntax allows comments to appear anywhere that whitespace may appear in a BIND configuration
file. To appeal to programmers of all kinds, they can be written in the C, C++, or shell/perl style.

Syntax

/* This is a BIND comment as in C */

// This is a BIND comment as in C++

# This is a BIND comment as in common Unix shells
# and perl

Definition and Usage

Comments may appear anywhere that whitespace may appear in a BIND configuration file.

C-style comments start with the two characters /* (slash, star) and end with */ (star, slash). Because they are completely
delimited with these characters, they can be used to comment only a portion of a line or to span multiple lines.

C-style comments cannot be nested. For example, the following is not valid because the entire comment ends with the
first */:

/* This is the start of a comment.
This is still part of the comment.

/* This is an incorrect attempt at nesting a comment. */
This is no longer in any comment. */

C++-style comments start with the two characters // (slash, slash) and continue to the end of the physical line. They
cannot be continued across multiple physical lines; to have one logical comment span multiple lines, each line must use
the // pair. For example:

// This is the start of a comment. The next line
// is a new comment, even though it is logically
// part of the previous comment.

Shell-style (or perl-style) comments start with the character # (number sign) and continue to the end of the physical line,
as in C++ comments. For example:

# This is the start of a comment. The next line
# i1s a new comment, even though it is logically
# part of the previous comment.

Warning: The semicolon (; ) character cannot start a comment, unlike in a zone file. The semicolon indicates the
end of a configuration statement.
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4.2 Configuration File Grammar

A BIND 9 configuration consists of statements and comments. Statements end with a semicolon; statements and comments
are the only elements that can appear without enclosing braces. Many statements contain a block of sub-statements, which
are also terminated with a semicolon.

The following statements are supported:

acl
Defines a named IP address matching list, for access control and other uses.

controls
Declares control channels to be used by the rndc utility.

dnssec-policy
Describes a DNSSEC key and signing policy for zones. See dnssec-policy Grammar for details.

include
Includes a file.

key
Specifies key information for use in authentication and authorization using TSIG.

logging
Specifies what information the server logs and where the log messages are sent.

masters
Synonym for primaries.

options
Controls global server configuration options and sets defaults for other statements.

parental-agents
Defines a named list of servers for inclusion in primary and secondary zones’ parental—-agents
lists.

primaries
Defines a named list of servers for inclusion in stub and secondary zones’ primaries or
also—notify lists. (Note: this is a synonym for the original keyword masters, which can still be
used, but is no longer the preferred terminology.)

server
Sets certain configuration options on a per-server basis.

statistics-channels
Declares communication channels to get access to named statistics.

trust—-anchors
Defines DNSSEC trust anchors: if used with the initial-key or initial-ds keyword, trust
anchors are kept up-to-date using RFC 5011 trust anchor maintenance; if used with static-key or
static-ds, keys are permanent.

managed-keys
Is identical to t rust—anchors; this option is deprecated in favor of t rust-anchors with the
initial-key keyword, and may be removed in a future release.

trusted-keys
Defines permanent trusted DNSSEC keys; this option is deprecated in favor of trust—anchors
with the static—key keyword, and may be removed in a future release.

view
Defines a view.
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zone
Defines a zone.

The 1logging and options statements may only occur once per configuration.

4.2.1 acl Statement Grammar

acl <string> { <address_match_element>; ... };

4.2.2 acl Statement Definition and Usage

The acl statement assigns a symbolic name to an address match list. It gets its name from one of the primary uses of
address match lists: Access Control Lists (ACLSs).

The following ACLs are built-in:

any
Matches all hosts.

none
Matches no hosts.

localhost
Matches the IPv4 and IPv6 addresses of all network interfaces on the system. When addresses are
added or removed, the 1ocalhost ACL element is updated to reflect the changes.

localnets
Matches any host on an IPv4 or IPv6 network for which the system has an interface. When addresses are
added or removed, the 1ocalnets ACL element is updated to reflect the changes. Some systems do
not provide a way to determine the prefix lengths of local IPv6 addresses; in such cases, Localnets
only matches the local IPv6 addresses, just like localhost.

4.2.3 controls Statement Grammar

controls {
inet ( <ipv4_address> | <ipv6_address> |
* ) [ port ( <integer> | * ) ] allow
{ <address_match_element>; ... } [
keys { <string>; ... } ] [ read-only
<boolean> ];
unix <quoted_string> perm <integer>
owner <integer> group <integer> [
keys { <string>; ... } ] [ read-only
<boolean> ];
bi
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4.2.4 controls Statement Definition and Usage

The controls statement declares control channels to be used by system administrators to manage the operation of the
name server. These control channels are used by the rndc utility to send commands to and retrieve non-DNS results
from a name server.

An inet control channel is a TCP socket listening at the specified ip_port on the specified ip_addr, which can
be an IPv4 or IPv6 address. An ip_addr of * (asterisk) is interpreted as the IPv4 wildcard address; connections are
accepted on any of the system’s IPv4 addresses. To listen on the IPv6 wildcard address, use an ip_addr of ::. If
rndc is only used on the local host, using the loopback address (127.0.0.1 or : : 1) is recommended for maximum
security.

If no port is specified, port 953 is used. The asterisk * cannot be used for ip_port.

The ability to issue commands over the control channel is restricted by the allow and keys clauses. Connections to
the control channel are permitted based on the address_match_1ist. This is for simple IP address-based filtering
only; any key_ id elements of the address_match_11ist are ignored.

A unix control channel is a Unix domain socket listening at the specified path in the file system. Access to the socket is
specified by the perm, owner, and group clauses. Note that on some platforms (SunOS and Solaris), the permissions
(perm) are applied to the parent directory as the permissions on the socket itself are ignored.

The primary authorization mechanism of the command channel is the key_ 11 st, which containsalistof key_id" " s.
Each "~ “key_idinthe key_1ist is authorized to execute commands over the control channel. See Administrative
Tools for information about configuring keys in rndc.

If the read-only clause is enabled, the control channel is limited to the following set of read-only commands: nta
—dump, null, status, showzone, testgen, and zonestatus. By default, read-only is not enabled and the
control channel allows read-write access.

If no cont rols statement is present, named sets up a default control channel listening on the loopback address 127.0.0.1
and its IPv6 counterpart, ::1. In this case, and also when the cont rols statement is present but does not have a keys
clause, named attempts to load the command channel key from the file rndc . key in /et c (or whatever sysconfdir
was specified when BIND was built). To create an rndc . key file, run rndc-confgen -a.

To disable the command channel, use an empty controls statement: controls { };.

4.2.5 include Statement Grammar

include filename;

4.2.6 include Statement Definition and Usage

The include statement inserts the specified file (or files if a valid glob expression is detected) at the point where the
include statement is encountered. The include statement facilitates the administration of configuration files by
permitting the reading or writing of some things but not others. For example, the statement could include private keys
that are readable only by the name server.

4.2. Configuration File Grammar 25




BIND 9 Administrator Reference Manual, Release 9.16.36

4.2.7 key Statement Grammar

key <string> {
algorithm <string>;
secret <string>;

bi

4.2.8 key Statement Definition and Usage

The key statement defines a shared secret key for use with TSIG (see 7SIG) or the command channel (see controls
Statement Definition and Usage).

The key statement can occur at the top level of the configuration file or inside a view statement. Keys defined in top-
level key statements can be used in all views. Keys intended for use in a controls statement (see controls Statement
Definition and Usage) must be defined at the top level.

The key_id, also known as the key name, is a domain name that uniquely identifies the key. It canbe used ina server
statement to cause requests sent to that server to be signed with this key, or in address match lists to verify that incoming
requests have been signed with a key matching this name, algorithm, and secret.

The algorithm_id is a string that specifies a security/authentication algorithm. The named server supports
hmac-md5, hmac—shal, hmac-sha224, hmac—-sha256, hmac-sha384, and hmac—sha512 TSIG authen-
tication. Truncated hashes are supported by appending the minimum number of required bits preceded by a dash, e.g.,
hmac-shal-80. The secret_stringis the secret to be used by the algorithm, and is treated as a Base64-encoded
string.

4.2.9 logging Statement Grammar

logging {

category <string> { <string>; ... };

channel <string> {
buffered <boolean>;
file <quoted_string> [ versions ( unlimited | <integer> ) ]

[ size <size> ] [ suffix ( increment | timestamp ) ];

null;
print-category <boolean>;
print-severity <boolean>;

print-time ( iso8601 | iso860l1-utc | local | <boolean> );
severity <log_severity>;
stderr;

syslog [ <syslog_facility> ];
bi
bi
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4.2.10 logging Statement Definition and Usage

The 10gging statement configures a wide variety of logging options for the name server. Its channe 1 phrase associates
output methods, format options, and severity levels with a name that can then be used with the category phrase to
select how various classes of messages are logged.

Only one 1ogging statement is used to define as many channels and categories as desired. If there is no logging
statement, the logging configuration is:

logging {
category default { default_syslog; default_debug; };
category unmatched { null; };

bi

If named is started with the —L option, it logs to the specified file at startup, instead of using syslog. In this case the
logging configuration is:

logging {
category default { default_logfile; default_debug; };
category unmatched { null; };

bi

The logging configuration is only established when the entire configuration file has been parsed. When the server starts
up, all logging messages regarding syntax errors in the configuration file go to the default channels, or to standard error if
the —g option was specified.

The channel Phrase

All log output goes to one or more channels; there is no limit to the number of channels that can be created.

Every channel definition must include a destination clause that says whether messages selected for the channel go to a file,
go to a particular syslog facility, go to the standard error stream, or are discarded. The definition can optionally also limit
the message severity level that is accepted by the channel (the default is i nf o), and whether to include a named-generated
time stamp, the category name, and/or the severity level (the default is not to include any).

The null destination clause causes all messages sent to the channel to be discarded; in that case, other options for the
channel are meaningless.

The f£ile destination clause directs the channel to a disk file. It can include additional arguments to specify how large
the file is allowed to become before it is rolled to a backup file (size), how many backup versions of the file are saved
each time this happens (versions), and the format to use for naming backup versions (suf fix).

The size option is used to limit log file growth. If the file ever exceeds the specified size, then named stops writing to
the file unless it has a versions option associated with it. If backup versions are kept, the files are rolled as described
below. If there is no versions option, no more data is written to the log until some out-of-band mechanism removes
or truncates the log to less than the maximum size. The default behavior is not to limit the size of the file.

File rolling only occurs when the file exceeds the size specified with the size option. No backup versions are kept by
default; any existing log file is simply appended. The versions option specifies how many backup versions of the file
should be kept. If set to unlimited, there is no limit.

The suffix option can be set to either increment or timestamp. If set to t imestamp, then when a log file
is rolled, it is saved with the current timestamp as a file suffix. If set to increment, then backup files are saved with
incrementing numbers as suffixes; older files are renamed when rolling. For example, if versions is set to 3 and
suffix to increment, then when filename.log reaches the size specified by size, filename.log.1l is
renamed to filename.log.2, filename.log.0 is renamed to filename.log.1, and filename.log is
renamed to £ilename.log. 0, whereupon a new filename. log is opened.
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Here is an example using the size, versions, and suf fix options:

channel an_example_channel {
file "example.log" versions 3 size 20m suffix increment;
print-time yes;
print-category vyes;

bi

The syslog destination clause directs the channel to the system log. Its argument is a syslog facility as described in the
syslog man page. Known facilities are kern, user, mail, daemon, auth, syslog, lpr, news, uucp, cron,
authpriv, ftp, local0, locall, local2, local3, locald, local5, localé, and 1ocal7; however, not
all facilities are supported on all operating systems. How sy s1log handles messages sent to this facility is described in
the syslog.conf man page. On a system which uses a very old version of sys1og, which only uses two arguments
to the openlog () function, this clause is silently ignored.

On Windows machines, syslog messages are directed to the EventViewer.

The severity clause works like syslog’s “priorities,” except that they can also be used when writing straight to a file
rather than using syslog. Messages which are not at least of the severity level given are not selected for the channel;
messages of higher severity levels are accepted.

When using syslog, the syslog. conf priorities also determine what eventually passes through. For example, defin-
ing a channel facility and severity as daemon and debug, but only logging daemon .warning via syslog.conf,
causes messages of severity info and notice to be dropped. If the situation were reversed, with named writing
messages of only warning or higher, then sys1logd would print all messages it received from the channel.

The stderr destination clause directs the channel to the server’s standard error stream. This is intended for use when
the server is running as a foreground process, as when debugging a configuration, for example.

The server can supply extensive debugging information when it is in debugging mode. If the server’s global debug level is
greater than zero, debugging mode is active. The global debug level is set either by starting the named server with the —d
flag followed by a positive integer, or by running rndc trace. The global debug level can be set to zero, and debugging
mode turned off, by running rndc notrace. All debugging messages in the server have a debug level; higher debug
levels give more detailed output. Channels that specify a specific debug severity, for example:

channel specific_debug_level {
file "foo";
severity debug 3;

bi

get debugging output of level 3 or less any time the server is in debugging mode, regardless of the global debugging level.
Channels with dynami c severity use the server’s global debug level to determine what messages to print.

print-time can be set to yes, no, or a time format specifier, which may be one of local, is08601, or
iso8601-utc. If set to no, the date and time are not logged. If set to yes or Local, the date and time are logged in
a human-readable format, using the local time zone. If set to 1s08601, the local time is logged in ISO 8601 format. If
set to iso8601-utc, the date and time are logged in ISO 8601 format, with time zone set to UTC. The default is no.

print-time may be specified for a syslog channel, but it is usually pointless since syslog also logs the date and
time.

If print-category is requested, then the category of the message is logged as well. Finally, if print-severity
is on, then the severity level of the message is logged. The print— options may be used in any combination, and are
always printed in the following order: time, category, severity. Here is an example where all three print - options are
on:

28-Feb-2000 15:05:32.863 general: notice: running

If buffered has been turned on, the output to files is not flushed after each log entry. By default all log messages are
flushed.
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There are four predefined channels that are used for named’s default logging, as follows. If named is started with the
—L option, then a fifth channel, default_logfile,is added. How they are used is described in The category Phrase.

channel default_syslog {
// send to syslog's daemon facility
syslog daemon;
// only send priority info and higher
severity info;

bi

channel default_debug {
// write to named.run in the working directory
// Note: stderr is used instead of "named.run" if
// the server is started with the '-g' option.
file "named.run";
// log at the server's current debug level
severity dynamic;

bi

channel default_stderr {
// writes to stderr
stderr;
// only send priority info and higher
severity info;

bi

channel null {
// toss anything sent to this channel
null;

bi

channel default_logfile {
// this channel is only present if named is
// started with the -L option, whose argument
// provides the file name
file "...";
// log at the server's current debug level
severity dynamic;

bi

The default_debug channel has the special property that it only produces output when the server’s debug level is
non-zero. It normally writes to a file called named . run in the server’s working directory.

For security reasons, when the —u command-line option is used, the named. run file is created only after named has
changed to the new UID, and any debug output generated while named is starting - and still running as root - is discarded.
To capture this output, run the server with the —L option to specify a default logfile, or the —g option to log to standard
error which can be redirected to a file.

Once a channel is defined, it cannot be redefined. The built-in channels cannot be altered directly, but the default logging
can be modified by pointing categories at defined channels.
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The category Phrase

There are many categories, so desired logs can be sent anywhere while unwanted logs are ignored. If a list of channels
is not specified for a category, log messages in that category are sent to the default category instead. If no default
category is specified, the following “default default” is used:

category default { default_syslog; default_debug; };

If named is started with the —L option, the default category is:

category default { default_logfile; default_debug; };

As an example, let’s say a user wants to log security events to a file, but also wants to keep the default logging behavior.
They would specify the following:

channel my_security_channel {
file "my_security_file";
severity info;

bi

category security {
my_security_channel;
default_syslog;
default_debug;

bi

To discard all messages in a category, specify the null channel:

category xfer-out { null; };
category notify { null; };

The following are the available categories and brief descriptions of the types of log information they contain. More
categories may be added in future BIND releases.

client
Processing of client requests.

cname
Name servers that are skipped for being a CNAME rather than A/AAAA records.

config
Configuration file parsing and processing.

database
Messages relating to the databases used internally by the name server to store zone and cache data.

default
Logging options for those categories where no specific configuration has been defined.

delegation-only
Queries that have been forced to NXDOMALIN as the result of a delegation-only zone or a delegation-only
in a forward, hint, or stub zone declaration.

dispatch
Dispatching of incoming packets to the server modules where they are to be processed.

dnssec
DNSSEC and TSIG protocol processing.

dnstap
The “dnstap” DNS traffic capture system.
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edns—-disabled

Log queries that have been forced to use plain DNS due to timeouts. This is often due to the remote servers not
being RFC 1034-compliant (not always returning FORMERR or similar to EDNS queries and other extensions
to the DNS when they are not understood). In other words, this is targeted at servers that fail to respond to DNS
queries that they don’t understand.

Note: the log message can also be due to packet loss. Before reporting servers for non-RFC 1034 compliance
they should be re-tested to determine the nature of the non-compliance. This testing should prevent or reduce the
number of false-positive reports.

Note: eventually named will have to stop treating such timeouts as due to RFC 1034 non-compliance and start
treating it as plain packet loss. Falsely classifying packet loss as due to RFC 1034 non-compliance impacts
DNSSEC validation, which requires EDNS for the DNSSEC records to be returned.

general

A catch-all for many things that still are not classified into categories.

lame—-servers

Misconfigurations in remote servers, discovered by BIND 9 when trying to query those servers during resolution.

network

noti

nsid

quer

Network operations.

fy
The NOTIFY protocol.

NSID options received from upstream servers.
ies
A location where queries should be logged.

At startup, specifying the category queries also enables query logging unless the querylog option has been
specified.

The query log entry first reports a client object identifier in @0Ox<hexadecimal-number> format. Next, it reports
the client’s IP address and port number, and the query name, class, and type. Next, it reports whether the Recursion
Desired flag was set (+ if set, - if not set), whether the query was signed (S), whether EDNS was in use along with
the EDNS version number (E(#)), whether TCP was used (T), whether DO (DNSSEC Ok) was set (D), whether
CD (Checking Disabled) was set (C), whether a valid DNS Server COOKIE was received (V), and whether a DNS
COOKIE option without a valid Server COOKIE was present (K). After this, the destination address the query
was sent to is reported. Finally, if any CLIENT-SUBNET option was present in the client query, it is included in
square brackets in the format [ECS address/source/scope].

client 127.0.0.1#62536 (www.example.com): query: www.example.com IN AAAA
+SE client ::1#62537 (www.example.net): query: www.example.net IN AAAA -SE

The first part of this log message, showing the client address/port number and query name, is repeated in all
subsequent log messages related to the same query.

query-errors

rate

Information about queries that resulted in some failure.

-limit

Start, periodic, and final notices of the rate limiting of a stream of responses that are logged at info severity in
this category. These messages include a hash value of the domain name of the response and the name itself, except
when there is insufficient memory to record the name for the final notice. The final notice is normally delayed until
about one minute after rate limiting stops. A lack of memory can hurry the final notice, which is indicated by an
initial asterisk (*). Various internal events are logged at debug level 1 and higher.

Rate limiting of individual requests is logged in the query—-errors category.
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resolver
DNS resolution, such as the recursive lookups performed on behalf of clients by a caching name server.

rpz
Information about errors in response policy zone files, rewritten responses, and, at the highest debug levels, mere
rewriting attempts.

security
Approval and denial of requests.

serve-stale
Indication of whether a stale answer is used following a resolver failure.

spill
Queries that have been terminated, either by dropping or responding with SERVFAIL, as a result of a fetchlimit
quota being exceeded.

trust-anchor-telemetry
Trust-anchor-telemetry requests received by named.

unmatched
Messages that named was unable to determine the class of, or for which there was no matching view. A one-line
summary is also logged to the client category. This category is best sent to a file or stderr; by default it is sent
to the null channel.

update
Dynamic updates.

update-security

Approval and denial of update requests.
xfer-in

Zone transfers the server is receiving.

xfer-out
Zone transfers the server is sending.

zoneload
Loading of zones and creation of automatic empty zones.

The query-errors Category

The query—-errors category is used to indicate why and how specific queries resulted in responses which indicate an
error. Normally, these messages are logged at debug logging levels; note, however, that if query logging is active, some
are logged at info. The logging levels are described below:

At debug level 1 or higher - or at info when query logging is active - each response with the rcode of SERVFAIL is
logged as follows:

client 127.0.0.1#61502: query failed (SERVFAIL) for www.example.com/IN/AAAA at
query.c:3880

This means an error resulting in SERVFAIL was detected at line 3880 of source file query.c. Log messages of this
level are particularly helpful in identifying the cause of SERVFAIL for an authoritative server.

At debug level 2 or higher, detailed context information about recursive resolutions that resulted in SERVFAIL is logged.
The log message looks like this:
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fetch completed at resolver.c:2970 for www.example.com/A

in 10.000183: timed out/success [domain:example.com,

referral:2, restart:7,gqrysent:8,timeout:5,lame:0, quota:0,neterr:0,
badresp:1,adberr:0, findfail:0,valfail:0]

The first part before the colon shows that a recursive resolution for AAAA records of www.example.com completed in
10.000183 seconds, and the final result that led to the SERVFAIL was determined at line 2970 of source file resolver.
c.

The next part shows the detected final result and the latest result of DNSSEC validation. The latter is always “success”
when no validation attempt was made. In this example, this query probably resulted in SERVFAIL because all name
servers are down or unreachable, leading to a timeout in 10 seconds. DNSSEC validation was probably not attempted.

The last part, enclosed in square brackets, shows statistics collected for this particular resolution attempt. The domain
field shows the deepest zone that the resolver reached; it is the zone where the error was finally detected. The meaning of
the other fields is summarized in the following list.

referral
The number of referrals the resolver received throughout the resolution process. In the above example.com
there are two.

restart
The number of cycles that the resolver tried remote servers at the domain zone. In each cycle, the resolver sends
one query (possibly resending it, depending on the response) to each known name server of the domain zone.

grysent
The number of queries the resolver sent at the domain zone.

timeout
The number of timeouts the resolver received since the last response.

lame
The number of lame servers the resolver detected at the domain zone. A server is detected to be lame either by
an invalid response or as a result of lookup in BIND 9’s address database (ADB), where lame servers are cached.

quota
The number of times the resolver was unable to send a query because it had exceeded the permissible fetch quota
for a server.

neterr
The number of erroneous results that the resolver encountered in sending queries at the domain zone. One
common case is when the remote server is unreachable and the resolver receives an “ICMP unreachable” error
message.

badresp
The number of unexpected responses (other than 1ame) to queries sent by the resolver at the domain zone.

adberr
Failures in finding remote server addresses of thedomain™ zone in the ADB. One common case of this is that the
remote server’s name does not have any address records.

findfail
Failures to resolve remote server addresses. This is a total number of failures throughout the resolution process.

valfail
Failures of DNSSEC validation. Validation failures are counted throughout the resolution process (not limited to
the domain zone), but should only happen in domain.

At debug level 3 or higher, the same messages as those at debug level 1 are logged for errors other than SERVFAIL.
Note that negative responses such as NXDOMAIN are not errors, and are not logged at this debug level.
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At debug level 4 or higher, the detailed context information logged at debug level 2 is logged for errors other than
SERVFAIL and for negative responses such as NXDOMAIN.

4.2.11 parental-agents Statement Grammar

parental-agents <string> [ port <integer> ] [
dscp <integer> ] { ( <remote-servers> |
<ipv4_address> [ port <integer> ] |
<ipv6_address> [ port <integer> ] ) [ key
<string> ]; ... };

4.2.12 parental-agents Statement Definition and Usage

parental-agents lists allow for a common set of parental agents to be easily used by multiple primary and secondary
zones in their parental—-agents lists. A parental agent is the entity that the zone has a relationship with to change
its delegation information (defined in RFC 7344).

4.2.13 primaries Statement Grammar

primaries <string> [ port <integer> ] [ dscp
<integer> ] { ( <remote-servers> |
<ipv4_address> [ port <integer> ] |
<ipv6_address> [ port <integer> ] ) [ key
<string> J]; ... };

4.2.14 primaries Statement Definition and Usage

primaries lists allow for a common set of primary servers to be easily used by multiple stub and secondary zones
in their primaries or also-notify lists. (Note: primaries is a synonym for the original keyword masters,
which can still be used, but is no longer the preferred terminology.)

4.2.15 options Statement Grammar

This is the grammar of the options statement in the named. conf file:

options {
allow—new—-zones <boolean>;
allow-notify { <address_match_element>; ... };
allow—query { <address_match_element>; ... };
allow—query-cache { <address_match_element>; ... };
allow—query-cache-on { <address_match_element>; ... };
allow—query-on { <address_match_element>; ... };
allow-recursion { <address_match_element>; ... };
allow-recursion-on { <address_match_element>; ... };
allow—-transfer { <address_match_element>; ... };
allow-update { <address_match_element>; ... };
allow-update-forwarding { <address_match_element>; ... };
also-notify [ port <integer> ] [ dscp <integer> ] { (
<remote-servers> | <ipv4_address> [ port <integer> ] |

(continues on next page)
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(continued from previous page)

<ipv6_address> [ port <integer> ] )
alt-transfer-source ( <ipv4_address> | * )
] [ dscp <integer> ];
alt-transfer-source-v6 ( <ipv6_address> | *
* ) 1 [ dscp <integer> ];
answer—-cookie <boolean>;
attach-cache <string>;
auth-nxdomain <boolean>; // default changed
auto-dnssec ( allow | maintain | off );
automatic-interface-scan <boolean>;

avoid-v4-udp-ports { <portrange>; ... };
avoid-vé6-udp-ports { <portrange>; ... };
bindkeys—-file <quoted_string>;

blackhole { <address_match_element>; ... };

cache-file <quoted_string>; // deprecated

catalog-zones { zone <string> [ default-masters

[ key <string> 1; ... };
port ( <integer> | * )

[ port ( <integer> |

[ port <integer> ]

[ dscp <integer> ] { ( <remote-servers> <ipv4_address> [ port
<integer> ] | <ipv6_address> [ port <integer> ] ) [ key
<string> ]; ... } 1 [ zone-directory <quoted_string> ] [
in-memory <boolean> ] [ min-update-interval <duration> 1; ... };

check-dup-records ( fail | warn | ignore );
check-integrity <boolean>;

check-mx ( fail | warn | ignore );
check-mx—-cname ( fail | warn | ignore );
check—-names ( primary | master |
secondary | slave | response ) (
fail | warn | ignore );
check-sibling <boolean>;
check-spf ( warn | ignore );
check-srv-cname ( fail | warn | ignore );

check-wildcard <boolean>;
clients-per—-query <integer>;
cookie—algorithm ( aes | siphash24 );
cookie—-secret <string>;

coresize ( default | unlimited | <sizeval>
datasize ( default | unlimited | <sizeval>
deny—-answer—-addresses { <address_match_element>; ... } [

except—-from { <string>; Fol;
deny—-answer—-aliases { <string>; ... }
Pl
dialup ( notify | notify-passive | passive
directory <gquoted_string>;
disable-algorithms <string> { <string>;
bi
disable-ds—-digests <string> { <string>;
i
disable-empty-zone <string>;
dns64 <netprefix> {
break-dnssec <boolean>;
clients { <address_match_element>;
exclude { <address_match_element>;
mapped { <address_match_element>;
recursive-only <boolean>;
suffix <ipv6_address>;
bi
dns64-contact <string>;
dns64-server <string>;

[ except-from { <string>;

refresh | <boolean> );

bi

bi
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dnskey-sig-validity <integer>;
dnsrps—enable <boolean>;

dnsrps-options { <unspecified-text> };
dnssec—accept-expired <boolean>;
dnssec—-dnskey-kskonly <boolean>;
dnssec—-loadkeys—interval <integer>;
dnssec—must-be-secure <string> <boolean>;
dnssec-policy <string>;
dnssec-secure-to-insecure <boolean>;

dnssec-update-mode ( maintain | no-resign );

dnssec-validation ( yes | no | auto );

dnstap { ( all | auth | client | forwarder | resolver | update ) [
( query | response ) 1; ... };

dnstap-identity ( <gquoted_string> | none | hostname );

dnstap-output ( file | unix ) <quoted_string> [ size ( unlimited |
<size> ) ] [ versions ( unlimited | <integer> ) ] [ suffix (
increment | timestamp ) ];

dnstap-version ( <quoted_string> | none );

dscp <integer>;

dual-stack-servers [ port <integer> ] { ( <quoted_string> [ port
<integer> ] [ dscp <integer> ] | <ipv4_address> [ port
<integer> ] [ dscp <integer> ] | <ipv6_address> [ port
<integer> ] [ dscp <integer> ] ); ... };

dump-file <gquoted_string>;

edns-udp-size <integer>;

empty-contact <string>;

empty-server <string>;

empty-zones—-enable <boolean>;

fetch-quota-params <integer> <fixedpoint> <fixedpoint> <fixedpoint>;

fetches-per-server <integer> [ ( drop | fail ) 1;

fetches-per-zone <integer> [ ( drop | fail ) 1;

files ( default | unlimited | <sizeval> );

flush-zones-on-shutdown <boolean>;

forward ( first | only );

forwarders [ port <integer> ] [ dscp <integer> ] { ( <ipv4_address>
| <ipvé6_address> ) [ port <integer> ] [ dscp <integer> ]; ... };

fstrm-set-buffer-hint <integer>;
fstrm-set-flush-timeout <integer>;
fstrm-set-input—-queue-size <integer>;
fstrm-set-output-notify-threshold <integer>;
fstrm-set-output—-queue-model ( mpsc | spsc );
fstrm-set-output—-queue-size <integer>;
fstrm-set-reopen-interval <duration>;
geoip-directory ( <quoted_string> | none );
glue—cache <boolean>;

heartbeat-interval <integer>;

hostname ( <quoted_string> | none );

interface-interval <duration>;

ixfr-from-differences ( primary | master | secondary | slave |
<boolean> );

keep-response-order { <address_match_element>; ... };

key-directory <quoted_string>;
lame-ttl <duration>;

listen-on [ port <integer> ] [ dscp
<integer> ] {
<address_match_element>; ... };

listen-on-v6 [ port <integer> ] [ dscp
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<integer> ] {
<address_match_element>; ... };
Imdb-mapsize <sizeval>;
lock—-file ( <quoted_string> | none );
managed-keys-directory <quoted_string>;
masterfile-format ( map | raw | text );
masterfile-style ( full | relative );
match-mapped-addresses <boolean>;
max—-cache-size ( default | unlimited | <sizeval> | <percentage> );

max—-cache-ttl <duration>;

max—-clients-per—-query <integer>;

max—ixfr-ratio ( unlimited | <percentage> );
max—-journal-size ( default | unlimited | <sizeval> );
max-ncache-ttl <duration>;

max—-records <integer>;

max—-recursion-depth <integer>;
max-recursion-queries <integer>;

max-refresh-time <integer>;

max-retry-time <integer>;

max-rsa-exponent-size <integer>;

max—-stale-ttl <duration>;

max—transfer—-idle—-in <integer>;
max-transfer-idle-out <integer>;
max—-transfer-time—-in <integer>;
max—transfer—-time—-out <integer>;

max-udp-size <integer>;

max—-zone-ttl ( unlimited | <duration> );
memstatistics <boolean>;

memstatistics—-file <quoted_string>;
message-compression <boolean>;

min-cache-ttl <duration>;

min-ncache-ttl <duration>;

min-refresh-time <integer>;

min-retry-time <integer>;

minimal-any <boolean>;

minimal-responses ( no—auth | no-auth-recursive | <boolean> );
multi-master <boolean>;

new-zones—-directory <quoted_string>;
no-case-compress { <address_match_element>; ... };
nocookie-udp-size <integer>;

notify ( explicit | master-only | primary-only | <boolean> );
notify-delay <integer>;

notify-rate <integer>;

notify-source ( <ipv4_address> | * ) [ port ( <integer> | * ) 1 [
dscp <integer> ];
notify-source-v6 ( <ipvé6_address> | * ) [ port ( <integer> | * ) ]

[ dscp <integer> ];
notify-to-soa <boolean>;
nta-lifetime <duration>;
nta-recheck <duration>;
nxdomain-redirect <string>;

parental-source ( <ipv4_address> | * ) [ port ( <integer> | * ) 1 [
dscp <integer> ];

parental-source-v6 ( <ipvé6_address> | * ) [ port ( <integer> | * )
] [ dscp <integer> ];

pid-file ( <quoted_string> | none );

port <integer>;
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4.2. Configuration File Grammar 37




BIND 9 Administrator Reference Manual, Release 9.16.36

(continued from previous page)

preferred-glue <string>;

prefetch <integer> [ <integer> ];

provide-ixfr <boolean>;

gname-minimization ( strict | relaxed | disabled | off );

query-source ( ( [ address ] ( <ipv4_address> | * ) [ port (
<integer> | * ) 1 ) | ( [ [ address ] ( <ipv4_address> | * ) ]
port ( <integer> | * ) ) ) [ dscp <integer> ];

query-source-v6 ( ( [ address ] ( <ipv6_address> | * ) [ port (
<integer> | * ) 1 ) | ( [ [ address ] ( <ipv6_address> | * ) ]
port ( <integer> | * ) ) ) [ dscp <integer> ];

querylog <boolean>;

random-device ( <quoted_string> | none );

rate—-limit {
all-per-second <integer>;
errors—-per—-second <integer>;
exempt-clients { <address_match_element>; ... };
ipv4-prefix-length <integer>;
ipvé-prefix-length <integer>;
log-only <boolean>;
max-table-size <integer>;
min-table-size <integer>;
nodata-per-second <integer>;
nxdomains-per-second <integer>;
gps—scale <integer>;
referrals-per—-second <integer>;
responses-per-second <integer>;
slip <integer>;
window <integer>;
}i
recursing-file <quoted_string>;
recursion <boolean>;
recursive-clients <integer>;
request-expire <boolean>;
request-ixfr <boolean>;
request-nsid <boolean>;
require-server—-cookie <boolean>;
reserved-sockets <integer>;
resolver-nonbackoff-tries <integer>;
resolver—query-timeout <integer>;
resolver-retry-interval <integer>;
response-padding { <address_match_element>; ... } block-size
<integer>;
response-policy { zone <string> [ add-soa <boolean> ] [ log
<boolean> ] [ max-policy-ttl <duration> ] [ min-update-interval
<duration> ] [ policy ( cname | disabled | drop | given | no-op
| nodata | nxdomain | passthru | tcp-only <quoted_string> ) 1 [
recursive-only <boolean> ] [ nsip-enable <boolean> ] [
nsdname—-enable <boolean> ]; ... } [ add-soa <boolean> ] [
break-dnssec <boolean> ] [ max-policy-ttl <duration> ] [
min-update-interval <duration> ] [ min-ns-dots <integer> ] [
nsip-wait-recurse <boolean> ] [ gname-wait-recurse <boolean> ]
[ recursive-only <boolean> ] [ nsip-enable <boolean> ] [
nsdname—-enable <boolean> ] [ dnsrps—enable <boolean> ] [
dnsrps-options { <unspecified-text> } 1;
reuseport <boolean>;
root-delegation-only [ exclude { <string>; ... } 1;
root-key-sentinel <boolean>;
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rrset-order { [ class <string> ] [ type <string>
<quoted_string> ] <string> <string>; ... };
secroots—-file <quoted_string>;
send-cookie <boolean>;
serial-query-rate <integer>;
serial-update-method ( date |
server—-id ( <quoted_string> |
servfail-ttl <duration>;
session-keyalg <string>;
session-keyfile ( <quoted_string>
session-keyname <string>;
sig-signing-nodes <integer>;
sig-signing-signatures <integer>;
sig-signing-type <integer>;
sig-validity-interval <integer> [ <integer> ];
sortlist { <address_match_element>; ... };
stacksize ( default | unlimited | <sizeval> );
stale—-answer-client-timeout ( disabled | off |
stale—answer—-enable <boolean>;
stale—-answer-ttl <duration>;
stale—-cache-enable <boolean>;
stale-refresh-time <duration>;
startup-notify-rate <integer>;
statistics-file <quoted_string>;
synth—-from-dnssec <boolean>;
tcp-advertised-timeout <integer>;
tcp-clients <integer>;
tcp-idle-timeout <integer>;
tcp-initial-timeout <integer>;
tcp-keepalive-timeout <integer>;
tcp-listen—-queue <integer>;
tkey-dhkey <gquoted_string> <integer>;
tkey-domain <quoted_string>;
tkey-gssapi-credential <quoted_string>;
tkey-gssapi-keytab <quoted_string>;
transfer-format ( many-answers |
transfer-message—-size <integer>;

increment |

none | hostname );

| none );

one—answer );

unixtime

[ name

)i

<integer> );

transfer-source ( <ipv4_address> | * ) [ port ( <integer> | * ) ] [
dscp <integer> ];
transfer-source-v6 ( <ipvé6_address> | * ) [ port ( <integer> | * )

] [ dscp <integer> ];
transfers—in <integer>;
transfers—-out <integer>;
transfers-per-ns <integer>;
trust-anchor-telemetry <boolean>;
try-tcp-refresh <boolean>;
update—-check-ksk <boolean>;
use—-alt-transfer-source <boolean>;

// experimental

use-v4-udp-ports { <portrange>; ... };
use-vb6-udp-ports { <portrange>; ... };
vb6-bias <integer>;

validate-except { <string>; ... };
version ( <quoted_string> | none );

zero—-no-soa-ttl <boolean>;
zero—no-soa-ttl-cache <boolean>;
zone—statistics ( full | terse |

none | <boolean>

bi
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4.2.16 options Statement Definition and Usage

The options statement sets up global options to be used by BIND. This statement may appear only once in a configu-
ration file. If there is no opt ions statement, an options block with each option set to its default is used.

attach-cache
This option allows multiple views to share a single cache database. Each view has its own cache database by default,
but if multiple views have the same operational policy for name resolution and caching, those views can share a
single cache to save memory, and possibly improve resolution efficiency, by using this option.

The attach-cache option may also be specified in view statements, in which case it overrides the global
attach-cache option.

The cache_name specifies the cache to be shared. When the named server configures views which are supposed
to share a cache, it creates a cache with the specified name for the first view of these sharing views. The rest of the
views simply refer to the already-created cache.

One common configuration to share a cache is to allow all views to share a single cache. This can be done by
specifying at tach—cache as a global option with an arbitrary name.

Another possible operation is to allow a subset of all views to share a cache while the others retain their own
caches. For example, if there are three views A, B, and C, and only A and B should share a cache, specify the
attach-cache option as a view of A (or B)’s option, referring to the other view name:

view "A" {
// this view has its own cache

bi

view "B" {
// this view refers to A's cache
attach-cache "A";

bi

view "C" {
// this view has its own cache

bi

Views that share a cache must have the same policy on configurable parameters that may affect
caching. The current implementation requires the following configurable options be consistent among
these views: check-names, dnssec-accept—expired, dnssec-validation, max—-cache-ttl,
max—-ncache-ttl, max—-stale—-ttl,max—cache—-size,min—-cache-ttl,min—-ncache-ttl,and
zero—no-soa-ttl.

Note that there may be other parameters that may cause confusion if they are inconsistent for different views that
share a single cache. For example, if these views define different sets of forwarders that can return different answers
for the same question, sharing the answer does not make sense or could even be harmful. It is the administrator’s
responsibility to ensure that configuration differences in different views do not cause disruption with a shared cache.

directory
This sets the working directory of the server. Any non-absolute pathnames in the configuration file are taken as
relative to this directory. The default location for most server output files (e.g., named. run) is this directory. If

a directory is not specified, the working directory defaults to " . "', the directory from which the server was started.
The directory specified should be an absolute path, and must be writable by the effective user ID of the named
process.

The option takes effect only at the time that the configuration option is parsed; if other files are being included
before or after specifying the new directory, the directory option must be listed before any other directive
(like include) that can work with relative files. The safest way to include files is to use absolute file names.
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dnstap
dnstap is a fast, flexible method for capturing and logging DNS traffic. Developed by Robert Edmonds at Farsight
Security, Inc., and supported by multiple DNS implementations, dnstap uses 1ibfstrm (a lightweight high-
speed framing library; see https://github.com/farsightsec/fstrm) to send event payloads which are encoded using
Protocol Buffers (Libprotobuf-c, a mechanism for serializing structured data developed by Google, Inc.; see
https://developers.google.com/protocol-buffers/).

To enable dnstap at compile time, the fst rm and prot obuf-c libraries must be available, and BIND must
be configured with ——enable-dnstap.

The dnstap option is a bracketed list of message types to be logged. These may be set differently for each view.
Supported types are client, auth, resolver, forwarder, and update. Specifying type all causes all
dnstap messages to be logged, regardless of type.

Each type may take an additional argument to indicate whether to log query messages or re sponse messages;
if not specified, both queries and responses are logged.

Example: To log all authoritative queries and responses, recursive client responses, and upstream queries sent by
the resolver, use:

dnstap {
auth;
client response;
resolver query;

bi

Logged dnstap messages can be parsed using the dnstap-read utility (see dnstap-read - print dnstap data in
human-readable form for details).

For more information on dnstap, see http://dnstap.info.

The fstrm library has a number of tunables that are exposed in named . conf, and can be modified if necessary
to improve performance or prevent loss of data. These are:

e fstrm-set-buffer-hint: The threshold number of bytes to accumulate in the output buffer before
forcing a buffer flush. The minimum is 1024, the maximum is 65536, and the default is 8192.

e fstrm-set-flush-timeout: The number of seconds to allow unflushed data to remain in the output
buffer. The minimum is 1 second, the maximum is 600 seconds (10 minutes), and the default is 1 second.

e fstrm-set-output-notify-threshold: The number of outstanding queue entries to allow on an
input queue before waking the I/0 thread. The minimum is 1 and the default is 32.

e fstrm-set-output-queue-model: The queuing semantics to use for queue objects. The default is
mpsc (multiple producer, single consumer); the other option is spsc (single producer, single consumer).

e fstrm-set-input-queue-size: The number of queue entries to allocate for each input queue. This
value must be a power of 2. The minimum is 2, the maximum is 16384, and the default is 512.

e fstrm-set-output-queue-size: The number of queue entries to allocate for each output queue.
The minimum is 2, the maximum is system-dependent and based on TOV_MAX, and the default is 64.

e fstrm-set-reopen—-interval: The number of seconds to wait between attempts to reopen a closed
output stream. The mi