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1. The SNWP Managenent Framewor k

The SNWVP Managenent Framework presently consists of five major
conponent s:

0 An overall architecture, described in [RFC 2571].

o Mechani sms for describing and nam ng objects and events for the
pur pose of nanagenent. The first version of this Structure of
Managenment Information (SM) is called SMvl and is described
in [RFC 1155], [RFC 1212] and [RFC 1215]. The second versi on,
called SMv2, is described in [ RFC 2578], RFC 2579 [ RFC 2579]
and [ RFC 2580].

0 Message protocols for transferring nanagenent information. The
first version of the SNWP nessage protocol is called SNWPv1l and
is described in [RFC 1157]. A second version of the SNW
message protocol, which is not an Internet standards track
protocol, is called SNWPv2c and is described in [ RFC 1901] and
[ RFC 1906]. The third version of the message protocol is
call ed SNMPv3 and is described in [RFC 1906], [RFC 2572] and
[ RFC 2574] .

o Protocol operations for accessing managenent information. The
first set of protocol operations and associated PDU formats is
described in [RFC 1157]. A second set of protocol operations
and associated PDU formats is described in [ RFC 1905].

0 A set of fundanental applications described in [RFC 2573] and
the vi ew based access control nmechani sm described in [ RFC
2575] .

A nore detailed introduction to the current SNVP Management Framework
can be found in [ RFC 2570].

Managed objects are accessed via a virtual information store, terned
the Managenent Infornmation Base or MB. bjects in the MB are
defined using the nechanisns defined in the SM.

This meno specifies a MB nodule that is conpliant to the SMv2. A
M B conformng to the SMvl can be produced through the appropriate
translations. The resulting translated M B nust be senmantically
equi val ent, except where objects or events are onitted because there
is no translation is possible (use of Counter64). Sone nachi ne-
readabl e information in SMv2 will be converted into textua
descriptions in SMvl during the translation process. However, this
| oss of machine readable information is not considered to change the
semantics of the MB.
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The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [ RFC 2119].

2. Relationship to other working group documents

The Differentiated Services Wrking Goup and rel ated worki ng groups
devel oped ot her docunents, notably the Informal Managenent Model and
the policy configuration paradi gmof SNMPCONF. The rel ationship
between the M B and those docunents is clarified here.

2.1. Relationship to the Informal Managenent Mdel for Differentiated
Servi ces Router

This MBis sinilar in design to [ MODEL], although it can be used to
build functional data paths that the nodel would not well describe.
The nodel conceptually describes ingress and egress interfaces of an
n-port router, which may find sone interfaces at a network edge and
others facing into the network core. 1t describes the configuration
and nanagenent of a Differentiated Services interface in ternms of one
or nmore Traffic Conditioning Blocks (TCB), each containing, arranged
in the specified order, by definition, zero or nore classifiers,
meters, actions, algorithm c droppers, queues and schedul ers.

Traffic may be classified, and classified traffic may be netered.
Each streamof traffic identified by a conbination of classifiers and
nmeters may have sone set of actions performed on it; it may have
dropping algorithnms applied and it may ultimately be stored into a
queue before being scheduled out to its next destination, either onto
alink or to another TCB. At tinmes, the treatnent for a given packet
nmust have any of those el enents repeated. [MODEL] nodels this by
cascading nmultiple TCBs, while this M B describes the policy by
directly linking the functional data path el ements.

The M B represents this cascade by following the "Next" attributes of
the various elenments. They indicate what the next step in
Differentiated Services processing will be, whether it be a
classifier, neter, action, algorithmc dropper, queue, scheduler or a
decision to now forward a packet.

The higher |evel concept of a TCBis not required in the
paraneterization or in the linking together of the individua

el ements, hence it is not used in the MB itself and is only
mentioned in the text for relating the MB with the [ MODEL]. Rather
the M B nodels the individual elenents that make up the TCBs.

This M B uses the notion of a Data Path to indicate the

Differentiated Services processing a packet may experience. The Data
Path a packet will initially followis an attribute of the interface
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in question. The Data Path Table provides a starting point for each
direction (ingress or egress) on each interface. A Data Path Table
Entry indicates the first of possible multiple elenents that wll
apply Differentiated Services treatnent to the packet.

2.2. Relationship to other MBs and Policy Managenent

This M B provides for direct reporting and nani pul ati on of detail ed
functional elenments. These elenents consist of a structural elenent
and one or nore paraneter-bearing elenments. While this can be
cunbersone, it allows the reuse of parameters. For exanple, a
service provider may offer three varieties of contracts, and
configure three paraneter elenments. Each such data path on the
systemnmay then refer to these sets of paraneters. The

di f f ServDat aPat hTabl e coupl es each direction on each interface with
the specified data path |linkage. The concept of "interface" is as
defined by Interfacelndex/iflndex of the IETF Interfaces MB [IF-

M B] .

O her MBs and data structure definitions for policy managenent
nmechani sms, other than SNMP/ SMv2 are likely to exist in the future
for the purpose of abstracting the nodel in other ways. An exanple
is the Differentiated Services Policy Information Base, [DSPIB].

In particular, abstractions in the direction of |ess detailed
definitions of Differentiated Services functionality are likely e.qg.
sonme form of "Per-Hop Behavior"-based definition involving a tenplate
of detailed object values which is applied to specific instances of
objects in this MB sem -autonatically.

Anot her possible direction of abstraction is one using a concept of
"roles" (often, but not always, applied to interfaces). 1In this
case, it may be possible to re-use the object definitions in this

M B, especially the paraneterization tables. The Data Path table
will help in the reuse of the data path |inkage tables by having the
interface specific information centralized, allow ng easier
mechani cal replacenent of iflndex by sone sort of "rolelndex". This
wor k i s ongoi ng.

The reuse of parameter blocks on a variety of functional data paths
is intended to sinplify network nmanagenent. |In many cases, one could
al so re-use the structural elenents as well; this has the unfortunate
side-effect of re-using the counters, so that nonitoring i nformation
is lost. For this reason, the re-use of structural elenents is not
general |y reconmmrended.
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3.

M B Overvi ew

The Differentiated Services Architecture does not specify how an

i mpl enent ati on should be assenbled. The [ MODEL] describes a genera
approach to inplenentation design, or to user interface design. |Its
conponents coul d, however, be assenbled in a different way. For
exanple, traffic conformng to a neter nmight be run through a second
nmeter, or reclassified.

This M B nodel s the sanme functional data path elenments, allow ng the
networ k manager to assenble themin any fashion that neets the

rel evant policy. These data path elenents include Cassifiers,

Met ers, Actions of various sorts, Queues, and Schedul ers.

In many of these tables, a distinction is drawn between the structure
of the policy (do this, then do that) and the paraneters applied to
specific policy elements. This is to facilitate configuration, if
the MB is used for that. The concept is that a set of paraneters,
such as the values that describe a specific token bucket, m ght be
configured once and applied to nmany interfaces.

The RowPoi nter Textual Convention is therefore used in two ways in
this MB. It is defined for the purpose of connecting an object to
an entry dynanically; the RowPointer object identifies the first
object in the target Entry, and in so doing points to the entire
entry. Inthis MB, it is used as a connector between successive
functional data path elenents, and as the |link between the policy
structure and the paraneters that are used. When used as a
connector, it says what happens "next"; what happens to classified
traffic, to traffic conformng or not conformng to a neter, and so
on. Wen used to indicate the paraneters applied in a policy, it
says "specifically" what is nmeant; the structure points to the
paranmeters of its policy.

The use of RowPoi nters as connectors allows for the sinple extension
of the MB. The RowPoi nters, whether "next" or "specific", nmay point
to Entries defined in other MB nodules. For exanple, the only type
of meter defined in this MB is a token bucket neter; if another type
of meter is required, another MB could be defined describing that
type of neter, and diffServMeterSpecific could point to it.

Simlarly, if a new action is required, the "next" pointer of the
previous functional datapath elenent could point to an Entry defined
in another M B, public or proprietary.
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3.1. Processing Path

An interface has an ingress and an egress direction, and will
generally have a different policy in each direction. As traffic
enters an edge interface, it may be classified, netered, counted, and
marked. Traffic |leaving the sane interface night be renarked
according to the contract with the next network, queued to nmanage the
bandwi dth, and so on. As [MODEL] points out, the functional datapath
el ements used on ingress and egress are of the sane type, but nmay be
structured in very different ways to inplenment the rel evant policies.

3.1.1. diffServDataPathTable - The Data Path Tabl e

Therefore, when traffic arrives at an ingress or egress interface,
the first step in applying the policy is deternining what policy
applies. This MB does that by providing a table of pointers to the
first functional data path elenent, indexed by interface and
direction on that interface. The content of the

di ff ServDat aPat hEntry is a single RowPointer, which points to that
functional data path el enent.

When di ffServDataPathStart in a direction on an interface is
undefined or is set to zeroDotZero, the inplication is that there is
no specific policy to apply.

3.2. (dassifier

Classifiers are used to differentiate anong types of traffic. In the
Differentiated Services architecture, one usually discusses a
behavi or aggregate identified by the application of one or nore
Differentiated Services Code Points (DSCPs). However, especially at
net work edges (which include hosts and first hop routers serving
hosts), traffic may arrive unmarked or the nmarks may not be trusted.
In these cases, one applies a Milti-Field Cassifier, which my

sel ect an aggregate as coarse as "all traffic", as fine as a specific
mcroflow identified by I P Addresses, |IP Protocol, and TCP or UDP
ports, or variety of slices in between.

Cl assifiers can be sinple or conplex. In a core interface, one would
expect to find sinple behavior aggregate classification to be used.
However, in an edge interface, one might first ask what application
is being used, neter the arriving traffic, and then apply various
policies to the non-conformng traffic depending on the Autononobus
System nunber advertising the destination address. To acconplish
such a thing, traffic nust be classified, netered, and then
reclassified. To this end, the MB defines separate classifiers,

whi ch may be applied at any point in processing, and may have
different content as needed.
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The M B also allows for anbiguous classification in a structured
fashion. In the end, traffic classification nust be unanbi guous; one
nmust know for certain what policy to apply to any given packet.
However, witing an unanbi guous specification is often tedious, while
writing a specification in steps that permits and excl udes various
kinds of traffic may be sinpler and nore intuitive. |n such a case,
the classification "steps" are enunerated; all classification

el ements of one precedence are applied as if in parallel, and then
all classification elenents of the next precedence.

This MB defines a single classifier paraneter entry, the Miulti-field
Classifier. A degenerate case of this nulti-field classifier is a
Behavi or Aggregate classifier. Oher classifiers nmay be defined in
other M B nodul es, to select traffic froma given |ayer two nei ghbor
or a given interface, traffic whose addresses belong to a given BGP
Community or Aut ononobus System and so on

3.2.1. diffServd frEl enent Table - The O assifier Elenent Table

A classifier consists of classifier elements. A classifier elenent
identifies a specific set of traffic that forms part of a behavior
aggregate; other classifier elements within the sane classifier my
identify other traffic that also falls into the behavi or aggregate.
For exanple, in identifying AF traffic for the aggregate AF1l, one

m ght inplenent separate classifier elenments for AFl11l, AF12, and AF13
within the sane classifier and pointing to the same subsequent neter.

Ceneral ly, one would expect the Data Path Entry to point to a
classifier (which is to say, a set of one or nore classifier

el ements), although it nmay point to sonething el se when appropriate.
Recl assification in a functional data path is achieved by pointing to
anot her Classifier Entry when appropriate.

A classifier elenent is a structural elenent, indexed by classifier
ID and elenent ID. It has a precedence value, allow ng for
structured anbiguity as descri bed above, a "specific" pointer that
identifies what rule is to be applied, and a "next" pointer directing
traffic matching the classifier to the next functional data path
element. |If the "next" pointer is zeroDotZero, the indication is
that there is no further differentiated services processing for this
behavi or aggregate. However, if the "specific" pointer is

zeroDot Zero, the device is msconfigured. 1In such a case, the
classifier elenent should be operationally treated as if it were not
present.

When the M B is used for configuration, diffServC frNextFree and
di ff Servd frEl ement Next Free al ways contain | egal values for
diffServdfrlid and diffServdfrEl enentld that are not currently used
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in the systemis configuration. The values are validated when
creating diffServCfrlid and diffServd frEl enentld, and in the event
of a failure (which would happen if two nmanagers sinultaneously
attenpted to create an entry) nust be re-read.

3.2.2. diffServMultiFieldC frTable - The Multi-field Classifier Table

This M B defines a single parameter type for classification, the
Miulti-field Classifier. As a paraneter, a filter may be specified
once and applied to many interfaces, using

di ffServd frEl ement Specific. This filter matches

0 | P source address prefix, including host, CIDR Prefix, and "any
source address"

0 |P destination address prefix, including host, CIDR Prefix, and
"any destination address”

o |Pv6 Flow ID

o |P protocol or "any

o TCP/UDP/ SCTP source port range, including "any"
o TCP/UDP/ SCTP destination port range, including "any"
o Differentiated Services Code Point

Since port ranges, IP prefixes, or "any" are defined in each case, it
is clear that a wide variety of filters can be constructed. The
Differentiated Services Behavior Aggregate filter is a special case
of this filter, in which only the DSCP is specified.

O her MB nmodul es may define simlar filters in the sanme way. For
exanple, a filter for Ethernet information m ght define source and
destinati on MAC addresses of "any", Ethernet Packet Type, |EEE 802.2
SAPs, and | EEE 802.1 priorities. A filter related to policy routing
m ght be structured like the diffServMultiFieldd frTable, but contain
the BGP Conmunities of the source and destination prefix rather than
the prefix itself, neaning "any prefix in this comunity". For such
afilter, atable simlar to diffServMultiFieldCfrTable is
constructed, and diffServC frEl enentSpecific is configured to point
toit.
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When the MB is used for configuration

di ffServMul ti Fi el dd fr Next Free al ways contains a | egal value for
diffServMultiFieldd frid that is not currently used in the systenis
configuration.

3.3. Metering Traffic

As discussed in [ MODEL], a neter and a shaper are functions that
operate on opposing ends of a link. A shaper schedules traffic for
transm ssion at specific tinmes in order to approximte a particul ar
line speed or combination of line speeds. Inits sinplest form if
the traffic stream contains constant sized packets, it mght transmt
one packet per unit tine to build the equivalent of a CBR circuit.
However, various factors intervene to nake the approximation inexact;
multiple classes of traffic nay occasionally schedule their traffic
at the sane tine, the variable length nature of IP traffic my

i ntroduce variation, and factors in the link or physical |ayer may
change traffic timing. A neter integrates the arrival rate of
traffic and determ nes whether the shaper at the far end was
correctly applied, or whether the behavior of the application in
question is naturally close enough to such behavior to be acceptable
under a given policy.

A conmmon type of nmeter is a Token Bucket neter, such as [srTCM or
[trTCM. This type of neter assunes the use of a shaper at a
previous node; applications which send at a constant rate when
sending may conformif the token bucket is properly specified. It
specifies the acceptable arrival rate and quantifies the acceptable
variability, often by specifying a burst size or an interval; since
rate = quantity/tinme, specifying any two of those paraneters inplies
the third, and a large interval provides for a forgiving system
Multiple rates may be specified, as in AF, such that a subset of the
traffic (up to one rate) is accepted with one set of guarantees, and
traffic in excess of that but bel ow another rate has a different set
of guarantees. Oher types of nmeters exist as well.

One use of a neter is when a service provider sells at nost, a
certain bit rate to one of its custonmers, and wants to drop the
excess. |In such a case, the fractal nature of normal Internet
traffic nust be reflected in large burst intervals, as TCP frequently
sends packet pairs or |arger bursts, and responds poorly when nore
than one packet in a round trip interval is dropped. Applications
like FTP contain the effect by sinply staying below the target bit
rate; this type of configuration very adversely affects transaction
applications |like HTTP, however. Another use of a neter is in the AF
specification, in which excess traffic is marked with a rel ated DSCP
and subjected to slightly nore active queue depth managenent. The
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application is not sharply limted to a contracted rate in such a
case, but can be readily contained should its traffic create a
bur den.

3.3.1. diffServMeterTable - The Meter Table

The Meter Table is a structural table, specifying a specific

functional data path elenent. |Its entry consists essentially of
three RowPointers - a "succeed" pointer, for traffic conformng to
the meter, a "fail" pointer, for traffic not conformng to the neter,

and a "specific" pointer, to identify the paraneters in question

This structure is a bowto SNMP' s limtations; it would be better to
have a structure with N rates and N+1 "next" pointers, with a single
algorithmspecified. In this case, nultiple neter entries connected
by the "fail" link are understood to contain the paraneters for a
specified algorithm and traffic conformng to a given rate foll ows
their "succeed" paths. Wthin this MB, only Token Bucket paraneters
are specified; other varieties of neters may be designed in other MB
nodul es.

Wien the MB is used for configuration, diffServMeterNextFree always
contains a legal value for diffServMeterld that is not currently used
in the systenmis configuration

3.3.2. diffServTBParaniTabl e - The Token Bucket Paraneters Tabl e

The Token Bucket Paraneters Table is a set of paraneters that define
a Token Bucket Meter. As a paraneter, a token bucket may be

speci fied once and applied to nany interfaces, using

di ffServMeterSpecific. Specifically, several nobdes of [srTCM and
[trTCM are addressed. Oher varieties of nmeters nmay be specified in
ot her M B nodul es.

In general, if a Token Bucket has N rates, it has N+1 potenti al
outcomes - the traffic streamis slower than and therefore conforns
to all of the rates, it fails the first few but is slower than and
therefore conforns to the higher rates, or it fails all of them As
such, nmulti-rate neters should specify those rates in nonotonically

i ncreasing order, passing through the diffServMeterFail Next from nore
committed to nore excess rates, and finally falling through

di ffServMeterFail Next to the set of actions that apply to traffic
which conforms to none of the specified rates. diffServTBParanType
inthe first entry indicates the algorithmbeing used. At each rate,
di ff ServTBParanRate is derivable from diff ServTBParanBurstSi ze and

di ff ServTBParam nterval ; a superior inplementation will allow the
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configuration of any two of diffServTBParanRate,

di f f Ser vTBPar anBur st Si ze, and diff ServTBParam nterval, and respond
with the appropriate error code if all three are specified but are
not mathematically rel ated.

When the M B is used for configuration, diffServTBParanmNextFree
al ways contains a legal value for diffServiBParam d that is not
currently used in the system s configuration

3.4. Actions applied to packets

"Actions" are the things a differentiated services interface PHB nay
do to a packet in transit. At a mninmum such a policy night
calculate statistics on traffic in various configured classes, mark
it with a DSCP, drop it, or enqueue it before passing it on for other
processi ng.

Actions are conposed of a structural elenent, the

di ff ServActi onTabl e, and vari ous conponent action entries that may be
applied. In the case of the Al gorithmc Dropper, an additiona
paraneter table may be specified to control Active Queue Managenent,
as defined in [ RED93] and ot her AQM speci ficati ons.

3.4.1. diffServActionTable - The Action Table

The action table identifies sequences of actions to be applied to a
packet. Successive actions are chained through diff ServActi onNext,
ultimately resulting in zeroDotZero (indicating that the policy is
complete), a pointer to a queue, or a pointer to sone other
functional data path el enent.

When the M B is used for configuration, diffServActi onNextFree al ways
contains a legal value for diffServActionld that is not currently
used in the system s configuration

3.4.2. diffServCount Act Table - The Count Action Table

The count action accunul ates statistics pertaining to traffic passing
through a given path through the policy. It is intended to be usefu
for usage-based billing, for statistical studies, or for analysis of
the behavior of a policy in a given network. The objects in the
Count Action are various counters and a discontinuity tine. The
counters display the nunber of packets and bytes encountered on the
path since the discontinuity tinme. They share the sane discontinuity
time, which is the discontinuity tinme of the interface or agent.
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The designers of this MB expect that every path through a policy
shoul d have a corresponding counter. |In early versions, it was

i mpossible to configure an action without inplenenting a counter,

al t hough the current design nmakes themin effect the network
manager’s option, as a result of naking actions consistent in
structure and extensibility. The assurance of proper debuggi ng and
accounting is therefore left with the policy designer.

When the M B is used for configuration, diffServCountActNextFree
al ways contains a |legal value for diffServCountActld that is not
currently used in the system s configuration.

3.4.3. diffServDscpMarkAct Tabl e - The Mark Action Tabl e

The Mark Action table is an unusual table, both in SNMP and in this
MB. It might be viewed not so much as an array of single-object
entries as an array of OBJECT-I|DENTI FI ER conventions, as the QD for
a di ffServDscpMar kAct Dscp i nstance conveys all of the necessary

i nformati on: packets are to be narked with the requisite DSCP.

As such, contrary to common practice, the index for the table is
read- only, and is both the Entry’s index and its only val ue.

3.4.4. diffServAl gbhropTable - The Algorithnmic Drop Table

The Algorithmic Drop Table identifies a dropping algorithm drops
packets, and counts the drops. Cassified as an action, it is in

ef fect a nethod which applies a packet to a queue, and rmay nodify
either. Wien the algorithmis "always drop”, this is sinple; when
the algorithmcalls for head-drop, tail-drop, or a variety of Active
Queue Managenent, the queue is inspected, and in the case of Active
Queue Managenent, additional paraneters are REQUI RED.

VWhat may not be clear fromthe name is that an Al gorithmc Drop
action often does not drop traffic. Al gorithns other than "al ways
drop" normally drop a few percent of packets at nobst. The action

i nspects the diffServQentry that diffServA gDropQveasure points to in
order to determ ne whether the packet should be dropped.

When the M B is used for configuration, diffServAl gDr opNext Free

al ways contains a |legal value for diffServA gbhropld that is not
currently used in the system s configuration.
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3.4.5. diffServRandonDropTabl e - The Random Drop Paraneters Tabl e

The Random Drop Table is an extension of the Algorithnic Drop Table

i ntended for use on queues whose depth is actively nmanaged. Active
Queue Managenent al gorithns are typified by [ RED93], but the
paraneters they use vary. |t was deened for the purposes of this MB
that the proper values to represent include:

0 Target case nean queue depth, expressed in bytes or packets
0 Wrst case nean queue depth, expressed in bytes or packets
o0 Maxinmum drop rate expressed as drops per thousand

o Coefficient of an exponentially weighted novi ng average,
expressed as the nunerator of a fraction whose denoninator is
65536.

o Sanpling rate

An exanpl e of the representation chosen in this MB for this el enent
is shown in Figure 1.

Random dr oppers often have their drop probability function described
as a plot of drop probability (P) agai nst averaged queue length (Q.
(Qrin,Pnmin) then defines the start of the characteristic plot.
Normal Iy Pmi n=0, neaning with average queue | ength bel ow Qrin, there
will be no drops. (Qmax, Pnax) defines a "knee" on the plot, after
whi ch point the drop probability becomes nore progressive (greater
slope). (Qlip,1) defines the queue length at which all packets wll
be dropped. Notice this is different fromTail Drop because this
uses an averaged queue length, although it is possible for lip to

equal Qmax.

In the MB nodul e, diffServRandonDr opM nThreshByt es and

di ff Ser vRandonDr opM nThreshPkts represent Qmn

di ff Ser vRandonDr opMaxThr eshByt es and di f f Ser vRandonDr opMaxThr eshPkt s
represent Qrax. diffServAl gDropQrhreshold represents Qlip.

di f f Ser vRandonDr opl nvPr obMax represents Pmax (inverse). This MB
does not represent Pnmin (assumed to be zero unless otherw se
represented). In addition, since nmessage nmenory is finite, queues
general |y have sone upper bound above which they are incapable of
storing additional traffic. Normally this nunber is equal to Qlip,
specified by diffServAl gbropQrThreshol d.
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Al gDr op Queue
e e e oo + Fomm e +
--->] Next  --------- R > Next -+-->

| Qweasure ------- +- -+ | ...
| Qrhreshol d | RandonDr op +o-- - +
| Type=randonDrop | L +
| Specific ------- +---->| M nThreshBytes
R LR + | MaxThreshBytes |
| ProbMax |
| Weight |
| SanplingRate
S +

Figure 1: Exanple Use of the RandonDropTabl e for Random Droppers

Each random dropper specification is associated with a queue. This
allows nmultiple drop processes (of same or different types) to be
associated with the sane queue, as different PHB inpl enentati ons nay
require. This also allows for sequences of nultiple droppers if
necessary.

The cal cul ati on of a snmpothed queue length may al so have an i nportant
beari ng on the behavi or of the dropper: paraneters may include the
sanpling interval or rate, and the wei ght of each sanple. The
performance may be very sensitive to the values of these paraneters
and a wi de range of possible values may be required due to a wide
range of link speeds. Mst algorithns include a sanple weight,
represented here by diffServRandonDropWeight. The availability of

di f f Ser vRandonDr opSanpl i ngRate as readable is inmportant, the

i nformati on provided by Sanpling Rate is essential to the
configuration of diffServRandonDropWight. Having Sanpling Rate be
configurable is also hel pful, as line speed increases, the ability to
have queue sanpling be less frequent than packet arrival is needed.
Not e, however, that there is ongoing research on this topic, see e.g.

[ ACTQVGMI] and [ AQVROUTER) .

Addi tional paraneters nay be added in an enterprise MB nodule, e.g.
by usi ng AUGMENTS on this table, to handl e aspects of random drop
al gorithms that are not standardi zed here

When the M B is used for configuration, diffServRandonDr opNext Free

al ways contains a |l egal value for diffServRandonDropld that is not
currently used in the system s configuration
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3.5. Queuing and Schedul i ng of Packets

These include Queues and Schedul ers, which are inter-related in their
use of queuing techniques. By doing so, it is possible to build
multi-1level schedulers, such as those which treat a set of queues as
having priority anmong them and at a specific priority find a
secondary WFQ schedul er with sonme nunber of queues.

3.5.1. diffServQrable - The O ass or Queue Table

The Queue Tabl e nodel s sinmple FI FO queues. The Schedul er Tabl e
allows flexibility in constructing both sinple and sonewhat nore
conpl ex queui ng hierarchies fromthose queues.

Queue Table entries are pointed at by the "next" attributes of the
upstream el enents, such as diff ServMet er SucceedNext or

di ffServActionNext. Note that multiple upstreamel enments may direct
their traffic to the sane Queue Table entry. For exanple, the
Assured Forwardi ng PHB suggests that all traffic nmarked AF11l, AF12 or
AF13 be placed in the sane queue, after netering, w thout reordering.
To acconplish that, the upstream diffServAl gDropNext pointers each
point to the sane diffServQentry.

A common requirenent of a queue is that its traffic enjoy a certain
mnimumor nmaxinumrate, or that it be given a certain priority.
Functionally, the selection of such is a function of a schedul er
The paraneter is associated with the queue, however, using the

M ni mum or Maxi mum Rat e Paraneters Tabl e.

When the M B is used for configuration, diffServQ\extFree al ways
contains a legal value for diffServQd that is not currently used in
the systenis configuration

3.5.2. diffServSchedul erTabl e - The Schedul er Table
The schedul er, and therefore the Schedul er Table, accepts inputs from
ei ther queues or a preceding scheduler. The Schedul er Table all ows
flexibility in constructing both sinple and sonewhat nore conpl ex
gueui ng hierarchies fromthose queues.
When the M B is used for configuration, diffServSchedul er Next Free
al ways contains a legal value for diffServSchedulerld that is not
currently used in the system s configuration

3.5.3. diffServM nRateTable - The M nimum Rate Tabl e

When the output rate of a queue or schedul er nust be given a m ni num
rate or a priority, this is done using the diffServM nRateTabl e.
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Rates may be expressed as absolute rates, or as a fraction of

i f Speed, and inply the use of a rate-based schedul er such as WFQ or
WRR. The use of a priority inplies the use of a Priority Schedul er.
Only one of the Absolute or Relative rates needs to be set; the other
takes the relevant value as a result. Excess capacity is distributed
proportionally anong the inputs to a schedul er using the assured
rate. Mre conplex functionality nmay be described by augnenting this
M B.

When a priority scheduler is used, its effect is to give the queue
the entire capacity of the subject interface | ess the capacity used
by higher priorities, if there is traffic present to use it. This is
true regardl ess of the rate specifications applied to that queue or
ot her queues on the interface. Policing excess traffic will nitigate
thi s behavi or.

When the M B is used for configuration, diffServM nRat eNext Free
al ways contains a legal value for diffServMnRateld that is not
currently used in the system s configuration

3.5.4. diffServiMaxRat eTabl e - The Maxi num Rate Tabl e

When the output rate of a queue or scheduler nust be limted to at
nost a specified maximumrate, this is done using the

di ff ServMaxRat eTabl e. Rates nmay be expressed as absolute rates, or
as a fraction of ifSpeed. Only one of the Absolute or Relative rate
needs to be set; the other takes the relevant value as a result.

The definition of a multirate shaper requires nmultiple

di ff ServMaxRateEntries. In this case, an algorithmsuch as [ SHAPER]
is used. In that algorithm nore than one rate is specified, and at
any given time traffic is shaped to the | owest specified rate which
exceeds the arrival rate of traffic.

When the M B is used for configuration, diffServiMaxRateNextFree
al ways contains a legal value for diffServMaxRateld that is not
currently used in the system s configuration

3.5.5. Using queues and schedul ers together

For representing a Strict Priority schedul er, each scheduler input is
assigned a priority with respect to all the other inputs feeding the
same scheduler, with default values for the other paraneters

H gher-priority traffic that is not being delayed for shaping will be
serviced before a lower-priority input. An exanple is found in

Fi gure 2.
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For wei ghted schedul i ng nethods, such as WFQ or WRR, the "weight" of
a given scheduler input is represented with a M ninum Service Rate

| eaky- bucket profile which provides a guaranteed mi ni mrum bandwi dth to
that input, if required. This is represented by a rate

di ff ServM nRat eAbsol ute; the classical weight is the ratio between
that rate and the interface speed, or perhaps the ratio between that
rate and the sumof the configured rates for classes. The rate may
be represented by a relative value, as a fraction of the interface's
current line rate, diffServM nRateRel ative, to assist in cases where
line rates are variable or where a higher-level policy mght be
expressed in terns of fractions of network resources. The two rate
paraneters are inter-related and changes in one may be reflected in
the other. An exanple is found in figure 3.

+oe - +
+o---- - + | PS
| Queue +------------ >+ 1 C
F - L SRR + | i h|
| Priority] | o e
temmmmm + | rd+-----e-ae-- >
tom oo + | i u
| Queue +------------ >+t |
[ S [ S —_— + |y e|
|Priority| | ro|
S +  H----- +

Figure 2: Priority Scheduler with two queues

For wei ghted schedul i ng net hods, one can say | oosely, that WRR
focuses on neeting bandw dth sharing, w thout concern for relative
del ay anongst the queues; where WFQ controls both queue the service
order and the anmobunt of traffic serviced, providing bandw dth sharing
and rel ative del ay ordering anongst the queues.

A queue or schedul ed set of queues (which is an input to a schedul er)
may al so be capabl e of acting as a non-work-conservi ng [ MODEL]
traffic shaper: this is done by defining a Maxi mum Servi ce Rate

| eaky-bucket profile in order to limt the schedul er bandw dth
available to that input. This is represented by a rate, in

di f f Ser vMaxRat eAbsol ute; the classical weight is the ratio between
that rate and the interface speed, or perhaps the ratio between that
rate and the sumof the configured rates for classes. The rate may
be represented by a relative value, as a fraction of the interface's
current line rate, diffServMaxRateRel ative. This MB presunes that
shaping is something a scheduler does to its inputs, which it nodels
as a queue with a maxinumrate or a schedul er whose out put has a
maxi mum r at e.
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R +
e + | WS |
| Queue +------------ >+ R c |
[ S [ S S + | Rh|
| Rate | | e |

Fom e oo - + | od +----------- >
R + | r u|
| Queue +------------ >+ I
Fommmm B S + | We |
| Rate | | Fr |
b + 1 Q |
R +

Figure 3: WRR or WFQ rate-based scheduler with two inputs

The sane may be done on a queue, if a given class is to be shaped to
a maxi numrate wthout shaping other classes, as in Figure 5.

O her types of priority and wei ghted schedul i ng net hods can be
defined using existing paraneters in diffServM nRateEntry. NOTE:
di ff ServSchedul er Met hod uses OBJECT | DENTI FI ER syntax, with the
different types of scheduling nethods defined as OBJECT-I| DENTITY.

+-- -+
S RS + | S|
| Queue +------------ >+ C |
Fommmm B S + | h|
| | | e +----------- >
[ S + | d+-+------- +
| u | |Shaping|
Fommmm + | 1| | Rate |
| Queue +------------ >t e | +------- +
Fommmm B S + | r |
| |-
Fommmm e +

Fi gure 4: Shaping scheduled traffic to a known rate
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+-- -+
S e + | S
| Queue +------------ >+ C
[ S, [ T SR +|h|
| M n Rate| | e +----------- >
Fomm oo - - - +|d|
| u |
e o - - + | 1]
| Queue +------------ >+ e
[ S, [ T SR +|r|
|Mn Rate| | |
N o
| Max Rate| | |
Fommmme o +  4---+

Fi gure 5: Shaping one input to a work-conserving schedul er

Future schedul i ng nethods may be defined in other MBs. This
requires an OBJECT-I DENTITY definition, a description of how the
exi sting objects are reused, if they are, and any new objects they
require.

To impl enent an EF and two AF cl asses, one mnmust use a comnbination of
priority and WRR/ WFQ scheduling. This requires us to cascade two
schedulers. |If one were to additionally shape the output of the
systemto a rate lower than the interface rate, one mnmust place an
upper bound rate on the output of the priority scheduler. See figure
6.

3.6. Exanple configuration for AF and EF

For the sake of argunent, let us build an exanple with one EF cl ass
and four AF classes using the constructs in this MB.

3.6.1. AF and EF Ingress Interface Configuration
The ingress edge interface identifies traffic into classes, neters
it, and ensures that any excess is appropriately dealt with according

to the PHB. For AF, this means marki ng excess; for EF, it means
droppi ng excess or shaping it to a nmaxi mumrate.
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e o - - + | PS
| Quele +------mom e >+ r1 C
[ S, o [ + | i h|
| Priority] | oe +-------
Fom e oo - + | rd++-----
Fo--- - + | i u| |Shap
Fome - - + | WS +------ooomo- >+t | | | Rate
| Queue +------------ > RCc +-4-------- + | vye| +----
+o---- - R + | Rh | |Priority]| | ro|
|Mn Rate| | e | +-------- + - +
R + | od
R + | r u
| Queue +------------ >+ |
Fommmm B S + | We |
[Mn Rate|] | Fr
b 1 Q
Hom - - +
Fi gure 6: Conbined EF and AF services using cascaded sched
o e e e e e e e e oo +
| diffServDataPat hSt art
S S +
|
Fommmmea o +
|
Fo- - -+ F--- - + F--- - + F--- - + F--- - +
| AF1 +----- + AF2 +----- + AF3 +----- + AF4 +----- + EF
+- - -+ +- - -+ +- - -+ +- - -+ +- - -+
+--L--+ +--L--+ +--L--+ +--L--+ +--L--+
[trTCM [trTCM [trTCM [trTCM | srTCM
| Met er | | Met er | | Met er | | Met er | | Met er |
+- +++- + +- +++- + +- +++- + +- +++- + +- - -+
[']1 [']1 [']1 [']1 |1
| ---+ | ---+ | ---+ | ---+ Sl
| +-+]----+ | +-H----+ | +-H|----+ |+-H]|----+ |F+--H----+
[ | +-+----- I ESE I ESE + || 44 + | | Acti ons]
+| | Actions| +||Actions| +||Actions| +||Actions| +| |
+ |+ |+ |+ | At +
E S + E S + E S + E S + |
|11 |11 |11 |11 |
VW VW VW \/
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3.6.1.1. dassification In The Exanple

A packet arriving at an ingress interface picks up its policy from
the di ffServDataPathTable. This points to a classifier, which will
select traffic according to sone specification for each traffic

cl ass.

An exanple of a classifier for an AFm class woul d be a set of three
classifier elenents, each pointing to a Miulti-field classification
paraneter block identifying one of the AFnm DSCPs. Alternatively,
the filters mght contain selectors for HITP traffic or sone other
application.

An exanple of a classifier for EF traffic nmight be a classifier

el ement pointing to a filter specifying the EF code point, a
collection of classifiers with paraneter bl ocks specifying individua
tel ephone calls, or a variety of other approaches.

Typically, of course, a classifier identifies a variety of traffic
and breaks it up into separate classes. It nmight very well contain
fourteen classifier elements indicating the twelve AFnm DSCP val ues,
EF, and "everything else". These would presumably direct traffic
down six functional data paths: one for each AF or EF class, and one
for all other traffic.

3.6.1.2. AF Inplenmentation On an |Ingress Edge Interface
Each AFm cl ass applies a Two Rate Three Color Meter, dividing traffic
into three groups. These groups of traffic conformto both specified
rates, only the higher one, or none. The intent, on the ingress
interface at the edge of the network, is to neasure and appropriately
mark traffic.

3.6.1.2.1. AF Metering On an Ingress Edge Interface

Each AFm cl ass applies a Two Rate Three Color Meter, dividing traffic

into three groups. If two rates Rand S, where R< S, are specified
and traffic arrives at rate T, traffic conprising up to R bits per
second is considered to conformto the "confirnmed" rate, R |If

R< T, traffic conprising up to S-R bits per second is considered to
conformto the "excess" rate, S. Any further excess is non-
conf or mant .

Two nmeter entries are used to configure this, one for the conformng
rate and one for the excess rate. The rate paranmeters are stored in
associ at ed Token Bucket Parameter Entries. The "Fail Next" pointer of
the lower rate Meter Entry points to the other Meter Entry; both

"SucceedNext" pointers and the "Fail Next" pointer of the higher Mter
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Entry point to lists of actions. In the color-blind node, all three
classifier "next" entries point to the lower rate neter entry. In
the color-aware node, the AFmlL classifier points to the lower rate
entry, the AFnR2 classifier points to the higher rate entry (as it is
only conpared against that rate), and the AFnB cl assifier points
directly to the actions taken when both rates fail

3.6.1.2.2. AF Actions On an Ingress Edge Interface

For network planning and perhaps for billing purposes, arriving
traffic is normally counted. Therefore, a "count"” action, consisting
of an action table entry pointing to a count table entry, is

confi gured.

Al'so, traffic is marked with the appropriate DSCP. The first R bits
per second are narked AFml, the next S-R bits per second are marked
AFn?2, and the rest is marked AFnB. It may be that traffic is
arriving marked with the sane DSCP, but in general, the additiona
complexity of deciding that it is being remarked to the sane value is
not useful. Therefore, a "mark" action, consisting of an action
table entry pointing to a mark table entry, is configured.

At this point, the usual case is that traffic is now forwarded in the
usual nmanner. To indicate this, the "SucceedNext" pointer of the
Mark Action is set to zeroDot Zero.

3.6.1.3. EF Inplenmentation On an |Ingress Edge Interface

The EF class applies a Single Rate Two Color Meter, dividing traffic
into "conform ng" and "excess" groups. The intent, on the ingress
interface at the edge of the network, is to neasure and appropriately
mark conforming traffic and drop the excess.

3.6.1.3.1. EF Metering On an Ingress Edge Interface

A single rate two color (srTCM neter requires one token bucket. It
is therefore configured using a single neter entry with a
correspondi ng Token Bucket Paraneter Entry. Arriving traffic either
"succeeds" or "fails".

3.6.1.3.2. EF Actions On an Ingress Edge Interface
For network planning and perhaps for billing purposes, arriving
traffic that conforns to the neter is nornmally counted. Therefore, a

"count" action, consisting of an action table entry pointing to a
count table entry, is configured.
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Al'so, traffic is (re)marked with the EF DSCP. Therefore, a "nark"
action, consisting of an action table entry pointing to a nark table
entry, is configured.

At this point, the successful traffic is now forwarded in the usua
manner. To indicate this, the "SucceedNext" pointer of the Mark
Action is set to zeroDot Zero.

Traffic that exceeded the arrival policy, however, is to be dropped.
One can use a count action on this traffic if the several counters
are interesting. However, since the drop counter in the Al gorithmc
Drop Entry will count packets dropped, this is not clearly necessary.
An Algorithmic Drop Entry of the type "alwaysDrop" with no successor
is sufficient.

3.7. AF and EF Egress Edge Interface Configuration
3.7.1. dassification On an Egress Edge Interface

A packet arriving at an egress interface may have been classified on
an ingress interface, and the egress interface nmay have access to

that information. |[If it is relevant, there is no reason not to use
that information. |If it is not available, however, there may be a
need to (re)classify on the egress interface. 1In any event, it picks

up its "program fromthe diffServDataPathTable. This points to a
classifier, which will select traffic according to sone specification
for each traffic class.
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An exanple of a classifier for EF traffic mght be either a
classifier elenent pointing to a Multi-field parameter specifying the
EF code point, or a collection of classifiers with paraneter bl ocks
speci fying individual tel ephone calls, or a variety of other

appr oaches.

Each classifier delivers traffic to appropriate functional data path
el ement s.

3.7.2. AF Inplenentation On an Egress Edge Interface
Each AFm cl ass applies a Two Rate Three Color Meter, dividing traffic
into three groups. These groups of traffic conformto both specified
rates, only the higher one, or none. The intent, on the ingress
interface at the edge of the network, is to neasure and appropriately
mark traffic.

3.7.2.1. AF Metering On an Egress Edge Interface

Each AFm cl ass applies a Two Rate Three Color Meter, dividing traffic

into three groups. If tw rates Rand S, where R< S, are specified
and traffic arrives at rate T, traffic conprising up to R bits per
second is considered to conformto the "confirned" rate, R If

R< T, traffic conprising up to S R bits per second is considered to
conformto the "excess" rate, S. Any further excess is non-
conf or mant .

Two nmeter entries are used to configure this, one for the conforning
rate and one for the excess rate. The rate paraneters are stored in
associ at ed Token Bucket Paranmeter Entries. The "Fail Next" pointer of
the lower rate Meter Entry points to the other Meter Entry; both
"SucceedNext" pointers and the "Fail Next" pointer of the higher Meter
Entry point to lists of actions. |In the color-blind node, all three
classifier "next" entries point to the lower rate neter entry. In
the col or-aware node, the AFml classifier points to the lower rate
entry, the AFnR2 classifier points to the higher rate entry (as it is
only conpared against that rate), and the AFnB classifier points
directly to the actions taken when both rates fail
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| Action | | Action | | Action
o+ o+ o+
+----|+----+ +----|+----+ +----|+----+
| Random | | Random | | Random |
| Drop | | Drop | | Drop |
| Action | | Action | | Action
o+ o+ o+
N e e A .
Queue
o e e e e e e e e e e oo o e e e e e e e e e e oo +
+----L----+
| Rate |
| Schedul er |
o m oo -+

Fi gure 9a: Typical AF Edge egress interface configuration
using color-blind neters
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o o o e e e e e e e e e e e e e e e e e e e e e e e e e ee oo +
Cassifier |
E R o e e oo o e e oo E R +
| Geen | Yell ow | Red
| | |
Fom oo -+ Fom oo -+ Fom oo -+
| Count | | Count | | Count |
| Action | | Action | | Action
B B B
| | |
e e e
| Random | | Random | | Random |
| Drop | | Drop | | Drop |
| Action | | Action | | Action
B B B
| | |
Fom e e e - S S Fom e e e - +
Queue
o m e e e e e e o m e e e e e e +
|
L S
| Rate
| Schedul er
e
|
Fi gure 10: Typical AF Edge core interface configuration
3.7.2.2. AF Actions On an Egress Edge Interface
For network planning and perhaps for billing purposes, departing

traffic is normally counted. Therefore, a "count" action, consisting
of an action table entry pointing to a count table entry, is
confi gured.

Also, traffic nay be marked with an appropriate DSCP. The first R
bits per second are narked AFmL, the next S-R bits per second are

mar ked AFn2, and the rest is marked AFnB. It may be that traffic is
arriving marked with the same DSCP, but in general, the additiona
complexity of deciding that it is being remarked to the same value is
not useful. Therefore, a "mark" action, consisting of an action
table entry pointing to a mark table entry, is configured.

At this point, the usual case is that traffic is now queued for
transm ssion. The queue uses Active Queue Managenent, using an
al gorithm such as RED. Therefore, an Algorithnic Dropper is
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configured for each AFmm traffic stream wth a slightly |ower mn-
threshol d (and possibly | ower max-threshold) for the excess traffic
than for the conmitted traffic.

3.7.2.3. AF Rate-based Queuing On an Egress Edge Interface

The queue expected by AF is normally a work-conserving queue. It
usual ly has a specified nmininumrate, and may have a maxi numrate
bel ow t he bandwi dth of the interface. 1In concept, it will use as

much bandwidth as is available to it, but assure the | ower bound.

Conmmon ways to inplenent this include various forns of Wighted Fair
Queui ng (WFQ or Wighted Round Robin (WRR). Integrated over a

| onger interval, these give each class a predictable throughput rate.
They differ in that over short intervals they will order traffic
differently. In general, traffic classes that keep traffic in queue
will tend to absorb latency from queues with | ower nmean occupancy, in
exchange for which they make use of any avail abl e capacity.

3.7.3. EF Inplenmentation On an Egress Edge Interface

The EF class applies a Single Rate Two Color Meter, dividing traffic
into "conform ng" and "excess" groups. The intent, on the egress
interface at the edge of the network, is to neasure and appropriately
mark confornming traffic and drop the excess.

3.7.3.1. EF Metering On an Egress Edge Interface

A single rate two color (srTCM neter requires one token bucket. It
is therefore configured using a single neter entry with a
correspondi ng Token Bucket Parameter Entry. Arriving traffic either
"succeeds" or "fails".

3.7.3.2. EF Actions On an Egress Edge Interface

For network planning and perhaps for billing purposes, departing
traffic that conforns to the neter is nornally counted. Therefore, a
"count" action, consisting of an action table entry pointing to a
count table entry, is configured.

Also, traffic is (re)ymarked with the EF DSCP. Therefore, a "mark"

action, consisting of an action table entry pointing to a mark table
entry, is configured.
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S +
Classifier
S I +

| Voice
+----|+----+
| Count |
| Action |
I &
Hom - - L— ------- +
| Algorithmc
| Drop Action |
Feoemman ommanan +
e |+ --------------- +
Queue
S S +
enmnn L ----- +
| Priority |
| Schedul er
L L +

Fi gure 12: Typical EF Core interface Configuration

At this point, the successful traffic is now queued for transm ssion,
using a priority queue or perhaps a rate-based queue with significant
over-provision. Since the amount of traffic present is known, one

m ght not drop fromthis queue at all.

Traffic that exceeded the policy, however, is dropped. A count
action can be used on this traffic if the several counters are
interesting. However, since the drop counter in the A gorithmc Drop
Entry will count packets dropped, this is not clearly necessary. An
Algorithmic Drop Entry of the type "alwaysDrop"” with no successor is
suf ficient.

3.7.3.3. EF Priority Queuing On an Egress Edge Interface
The normal inplenentation is a priority queue, to mnimze induced

jitter. A separate queue is used for each EF class, with a strict
orderi ng.
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4. Conventions used in this MB
4.1. The use of RowPointer to indicate data path |inkage

RowPoi nter is a textual convention used to identify a conceptual row
in a MB Table by pointing to one of its objects. One of the ways
this MB uses it is to indicate succession, pointing to data path

i nkage table entries.

For succession, it answers the question "what happens next?". Rather
than presune that the next table nust be as specified in the
conceptual nodel [MODEL] and providing its index, the RowPointer
takes you to the MB row representing that thing. |In the

di ffServMeter Tabl e, for exanple, the diffServMeterFail Next RowPoi nter
nm ght take you to another neter, while the diffServMeter SucceedNext
RowPoi nter woul d take you to an action

Since a RowPointer is not tied to any specific object except by the
value it contains, it is possible and acceptable to use RowPointers
to nerge data paths. An obvious exanple of such a use is in the
classifier: traffic matching the DSCPs AF1l, AF12, and AF13 might be
presented to the sanme nmeter in order to performthe processing
described in the Assured Forwardi ng PHB. Another use would be to
nmerge data paths fromseveral interfaces; if they represent a single
service contract, having them share a comobn set of counters and
common policy may be a desirable configuration. Note well, however,
that such configurations may have related inplenentation issues - if
Differentiated Services processing for the interfaces is inplenmented
in multiple forwardi ng engi nes, the engines will need to conmunicate
if they are to inplenent such a feature. An inplenentation that
fails to provide this capability is not considered to have failed the
intention of this MB or of the [MODEL]; an inplenentation that does
provide it is not considered superior froma standards perspective.

NOTE -- the RowPointer construct is used to connect the functiona
data paths. The [ MODEL] describes these as TCBs, as an aid to
understandi ng. This M B, however, does not nobdel TCBs directly.

It operates at a lower |evel of abstraction using only individua
el ements, connected in succession by RowPointers. Therefore, the
concept of TCBs encl osing individual Functional Data Path el enents
is not directly applicable to this MB, although nmanagenent tools
that use this MB may enpl oy such a concept.

It is possible that a path through a device follow ng a set of

RowPoi nters is indetermnate i.e. it ends in a dangling RowPointer
Cui dance is provided in the M B nodul e s DESCRI PTI ON-cl ause for each
of the linkage attribute. 1In general, for both zeroDotZero and
dangl i ng RowPointer, it is assuned the data path ends and the traffic
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shoul d be given to the next |ogical part of the device, usually a
forwardi ng process or a transm ssion engine, or the proverbial bit-
bucket. Any variation fromthis usage is indicated by the attribute
af f ect ed.

4.2. The use of RowPointer to indicate paraneters

RowPoi nter is also used in this MB to indicate paraneterization, for
pointing to paraneterization table entries.

For indirection (as in the diffServd frEl enent Table), the idea is to
all ow other MBs, including proprietary ones, to define new and
arcane filters - MAC headers, |Pv4 and | Pv6 headers, BGP Communities
and all sorts of other things - while still utilizing the structures
of this MB. This is a formof class inheritance (in "object
oriented" language): it allows base object definitions ("classes") to
be extended in proprietary or standard ways, in the future, by other
docunent s.

RowPoi nter also clearly indicates the identified conceptual row s
content does not change, hence they can be simultaneously used and
pointed to, by nore than one data path |inkage table entries. The
identification of RowPointer allows higher |evel policy mechanisns to
take advantage of this characteristic.

4.3. Conceptual row creation and del etion

A nunber of conceptual tables defined in this MB use as an index an
arbitrary integer value, unique across the scope of the agent. In
order to help with nulti-nanager row creation problens, a nechanism
nmust be provided to allow a nanager to obtain unique values for such
an index and to ensure that, when used, the manager knows whether it
got what it wanted or not.

Typically, such a table has an associ ated NextFree variable e.g.

di ffServd frNext Free whi ch provides a suitable value for the index of
the next rowto be created e.g. diffServdfrlid. The value zero is
used to indicate that the agent can configure no nore entries. The
table also has a colummar Status attribute with RowStatus syntax [ RFC
2579].

Cenerally, if a manager attenpts to create a row, the agent wll
create the row and return success. |f the agent has insufficient
resources or such a row already exists, then it returns an error. A
manager must be prepared to try again in such circunstances, probably
by re-reading the NextFree to obtain a new index value in case a
second manager had got in between the first manager’s read of the
Next Free value and the first nanager’s rowcreation attenpt.
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6.

To sinplify managenent creation and deletion of rows in this MB, the
agent is expected to assist in nmaintaining its consistency. It nmay
acconplish this by maintaining internal usage counters for any row
that mght be pointed to by a RowPoi nter, or by any equival ent neans.
When a RowPointer is created or witten, and the row it points to
does not exist, the SET returns an inconsistentValue error. Wen a
RowSt at us variable is set to 'destroy’ but the usage counter is non-
zero, the SET returns no error but the indicated rowis left intact.
The agent should later renove the row in the event that the usage
count er becones zero.

The use of RowStatus is covered in nore detail in [RFC 2579].
Extending this MB

Wth the structures of this MB divided into data path |inkage tables
and paraneterization tables, and with the use of RowPointer, new data
pat h |inkage and paraneterization tables can be defined in other MB
nodul es, and used with tables defined in this MB. This MB does not
limt the type of entries its RowPointer attributes can point to,
hence new functional data path elenments can be defined in other MBs
and integrated with functional data path elements of this MB. For
exanpl e, new Action functional data path el ement can be defined for
Traffic Engineering and be integrated with Differentiated Services
functional data path elenents, possibly used within the sane data
path sharing the sane classifiers and neters.

It is nmore likely that new paraneterization tables will be created in
other MBs as new met hods or proprietary nmethods get depl oyed for
existing Differentiated Services Functional Data Path El enents. For
exanpl e, different kinds of filters can be defined by using new
filter paraneterization tables. New scheduling nethods can be

depl oyed by defining new scheduling nmethod O Ds and new schedul i ng
par aneter tabl es.

Notice both new data path |inkage tables and paraneterization tables
can be added wi thout needing to change this M B docunment or affect
existing tables and their usage.

M B Definition

Dl FFSERV- DSCP- TC DEFI NI TIONS :: = BEG N

| MPORTS

I nt eger 32, MODULE- I DENTITY, mib-2
FROM SNWPv2- SM

TEXTUAL- CONVENTI ON
FROM SNWPv2- TC,
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di f f Ser vDSCPTC MODULE- | DENTI TY
LAST- UPDATED " 200205090000Z"
ORGANI ZATION "I ETF Differenti ated Servi ces WG'
CONTACT- | NFO
" Fred Baker
Ci sco Systens
1121 Via Del Rey
Santa Barbara, CA 93117, USA
E-mail: fred@i sco.com

Kwok Ho Chan

Nort el Networ ks

600 Technol ogy Park Drive
Billerica, MA 01821, USA

E-mai | : khchan@ort el net works. com

Andrew Sm th

Har bour Net wor ks

Jiuling Building

21 North Xi sanhuan Ave.
Bei jing, 100089, PRC
E-mail: ah_smith@cmorg

Differentiated Services Wrking G oup:
diffserv@etf.org"
DESCRI PTI ON
"The Textual Conventions defined in this npodul e should be used
whenever a Differenti ated Services Code Point is used in a MB."
REVI SI ON "200205090000Z"
DESCRI PTI ON
"Initial version, published as RFC 3289."
c:={ mb-2 96 }

Dscp ::= TEXTUAL- CONVENTI ON
DI SPLAY- HI NT "d"
STATUS current
DESCRI PTI ON
"A Differentiated Services Code-Point that nay be used for
marking a traffic stream"
REFERENCE
"RFC 2474, RFC 2780"
SYNTAX  Integer32 (0..63)

DscpOr Any :: = TEXTUAL- CONVENTI ON
DI SPLAY- HI NT "d"
STATUS current
DESCRI PTI ON
"The I P header Differentiated Services Code-Point that nmay be
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used for discrimnating anong traffic streams. The value -1 is
used to indicate a wild card i.e. any value."

REFERENCE
"RFC 2474, RFC 2780"

SYNTAX Integer32 (-1 | 0..63)

END
DI FFSERV-M B DEFINI TIONS ::= BEG N

| MPORTS
Unsi gned32, Counter 64, MODULE-| DENTI TY, OBJECT- TYPE,
OBJECT- | DENTI TY, zeroDot Zero, m b-2
FROM SNWPv2- SM
TEXTUAL- CONVENTI ON, RowSt at us, RowPoi nt er,
St or ageType, Aut ononmousType
FROM SNWPv2- TC
MODULE- COVMPLI ANCE, OBJECT- GROUP
FROM SNWPv 2- CONF
i fl ndex, Interfacel ndexOrZero
FROM | F-M B
I net Addr essType, | net Address, | net AddressPrefixLength,
I net Por t Nunber
FROM | NET- ADDRESS- M B
Bur st Si ze
FROM | NTEGRATED- SERVI CES- M B
Dscp, DscpOr Any
FROM DI FFSERV- DSCP- TC,

di ff ServM b MODULE- | DENTI TY
LAST- UPDATED " 200202070000Z"
ORGANI ZATION "I ETF Differenti ated Servi ces WG'
CONTACT- | NFO
" Fred Baker
Ci sco Systens
1121 Via Del Rey
Santa Barbara, CA 93117, USA
E-mail: fred@i sco.com

Kwok Ho Chan

Nort el Networks

600 Technol ogy Park Drive
Billerica, MA 01821, USA

E-mai | : khchan@ort el net wor ks. com

Andrew Sm th

Har bour Net wor ks
Jiuling Building
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21 North Xi sanhuan Ave.
Beijing, 100089, PRC
E-mail: ah_snmith@cm org

Differentiated Services Wrking G oup:
diffserv@etf.org"
DESCRI PTI ON
"This MB defines the objects necessary to nanage a device that
uses the Differentiated Services Architecture described in RFC
2475. The Conceptual Mdel of a Differentiated Services Router
provi des supporting information on how such a router is nodeled.”
REVI SI ON "200202070000Z"

DESCRI PTI ON
“Initial version, published as RFC 3289."
o= { mb-2 97}
di ff ServM Bbj ect s OBJECT IDENTIFIER ::= { diffServMb 1 }
di ff Ser vM BConf ormance OBJECT IDENTIFIER ::= { diffServMb 2 }
di ff Ser vM BAdni n OBJECT IDENTIFIER ::= { diffServMb 3 }
I ndexl nt eger ::= TEXTUAL- CONVENTI ON

DI SPLAY- HI NT "d"
STATUS current
DESCRI PTI ON
"An integer which nmay be used as a table index."
SYNTAX Unsi gned32 (1..4294967295)

I nd