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Experimental Internet Stream Protocol, Version 2 (ST-11)

Status of this Meno

This neno defines a revised version of the Internet Stream Protocol,
originally defined in | EN-119 [8], based on results from experinents
with the original version, and subsequent requests, discussion, and
suggestions for inprovenents. This is a Limted-Use Experinental

Protocol. Please refer to the current edition of the "I AB Oficial
Prot ocol Standards" for the standardi zation state and status of this
protocol. Distribution of this nmeno is unlinited.

1. Abst ract

This meno defines the Internet Stream Protocol, Version 2 (ST-11), an
| P-l1ayer protocol that provides end-to-end guaranteed service across
an internet. This specification obsoletes IEN 119 "ST - A Proposed
Internet Stream Protocol"” witten by JimForgie in 1979, the previous

specification of ST. ST-I1 is not conpatible with Version 1 of the
protocol, but maintains nmuch of the architecture and phil osophy of
that version. It is intended to fill in sonme of the areas left

unaddressed, to nmake it easier to inplenent, and to support a wi der
range of applications.

Cl P Wrking G oup [ Page 1]



RFC 1190 I nternet Stream Protocol Cct ober 1990
1.1. Tabl e of Contents
Status of this Meno .
1. Abstract .
1.1. Tabl e of Cont ents
1.2. Li st of Figures
2. Introduction . .
2.1 Maj or Di fferences Bet ween ST and ST-I I
2.2 Concepts and Ter mi nol ogy
2.3 Rel ati onshi p Between Appli cat| ons and ST
2.4 ST Control Message Protocol
2.5 Fl ow Specifications . .
3. ST Control Message Protocol Functional Description
3.1. St ream Set up
3.1.1. Initial Setup at the Orlgln
3.1.2. I nvoki ng the Routing Function
3.1.3. Reservi ng Resources . .
3.1. 4. Sendi ng CONNECT Messages
3.1.5. CONNECT Processing by an Inter rredl at e Agent
3.1.6. Setup at the Targets .
3.1.7. ACCEPT Processing by an Int ermedl ate Agent
3.1.8. ACCEPT Processing by the Oigin . .
3.1.9. Processi ng a REFUSE l\/Essage
3.2. Data Transfer . .
3. 3. Modi fyi ng an Existi ng St ream .
3.3. 1. Addi ng a Tar get .
3.3.2. The Oigin Renoving a Target
3.3.3. A Target Deleting Itself
3.3. 4. Changi ng the Fl ovapec
3.4. Stream Tear Down .
3. 5. Excepti onal Cases .
3.5.1. Setup Failure due to CO\INECT T| neout
3.5.2. Probl ems due to Routing Inconsistency .
3.5.3. Setup Failure due to a Routing Failure
3.5. 4. Probl enms in Reserving Resources .
3.5.5. Setup Failure due to ACCEPT Ti neout
3.5.6. Probl ems Caused by CHANGE Messages .
3.5.7. Notification of Changes Forced by Failures
3. 6. Options . . . e
3.6.1. H D Field thlon.
3.6.2. PTP Option .
3.6.3. FDx Option .
3.6.4. NoRecovery Option
3.6.5. RevChrg Option .
3.6.6. Source Route Option .
3. 7. Ancillary Functions .
3.7. 1. Fail ure Detection
3.7.1.1 Network Failures . . .
3.7.1.2 Detecting ST Stream Fallures .
3.7.1.3 Subset e
Cl P Wrking G oup [ Page 2]



RFC 1190

NoUuUR~PLLWLONN
=

POOOOONNNNNNNNNNNN

ghwNE

CoNorwNE

BAARARARANRARAARARARARRARRAARRARAARR
NESTSESENE SESENE SISESYSESY SESICE SIS SIS ST SISESESESESESISE SV
POWRVWRWWRWENNNNNNNNNNNNNNNNN

~

RROox~NoO~wNE

=o

Cl P Wrking G oup

I nternet Stream Protocol

Fai |l ure Recovery .

Subset

A G oup of Stréams

G oup Nanme Gener at or .
Subset .

H D Negoti aii oh

I P

Subset .
Encapsul ati on of ST .
I P Multicasting

Ret r ansmi ssi on
Routing .
Security

ST Service Int erfaces
Access to Routing Infor rratl on
Access to Network Layer
Net wor k Layer Services Utilized .

I P

Services Uilized

Cct ober 1990

Resource Reser vat i on

ST Layer Services Provi ded

ST Pr ot ocol

Dat a Packets .
ST Control Message Prot ocol

ST

Control Messages .

Conmon SCMVP El enent s

ST

Det ect or | PAddr ess
ErroredPDU . .

FI owSpec & RFI owSpec
FreeHl Ds .. .
G oup & RG oup
HD&RHD. . .
Mul ti cast Address .
Nane & RNane . .
Next Hopl PAddr ess .
Oigin .

Ori gi nTi mest arrp
ReasonCode .

Recor dRout e

SrcRout e .

Target and Tar get L| st
User Dat a

Control Message PDUs
ACCEPT .
ACK .

CHANGE- REQJEST
CHANGE . .
CONNECT . .

DI SCONNECT . . .
ERROR- | N- REQUEST .
ERROR- | N- RESPONSE
HELLO .

HI DAPPRO\/E .

HI D- CHANGE- REQJEST

Data Unit Descriptions .

Descriptions .

[ Page 3]

51
55

57
57
58
64
64
65

67
67
68

70
71
71
72

75
76
77
79
80

80
81
84
85
86
86

88
88
89
89
94
95

98

99
100
102
103
104
105
110
111
112
113
114
115



RFC 1190 I nternet Stream Protocol Cct ober 1990
4.2.3.12. HI D- CHANGE .
4.2.3.13. H D- REJECT .
4, 2. 3. 14. NOTI FY
4.2.3.15. REFUSE
4.2.3.16. STATUS . .
4.2.3.17. STATUS- RESPO\ISE
4.3 Suggest ed Protocol Constants .
5. Areas Not Addressed .
6. d ossary
7. Ref erences .
8. Security Considerations.
9. Aut hors’ Addresses
Appendi x 1. Data Not ati ons

1.2. Li st of Figures

Fi gure 1. Protocol Relationships . . . . . . .
Fi gure 2. Topol ogy Used in Protocol Exchange Di agrans
Fi gure 3. Virtual Link Identifiers for SCVMP Messages
Fi gure 4. H Ds Assigned for ST User Packets .
Fi gure 5. Oigin Sending CONNECT Message .
Fi gure 6. CONNECT Processing by an Internedi ate Agent
Fi gure 7. CONNECT Processing by the Target
Fi gure 8. ACCEPT Processing by an Internediate Agent
Fi gure 9. ACCEPT Processing by the Origin .
Fi gure 10. Sendi ng REFUSE Message
Fi gure 11. Routing Around a Failure
Fi gure 12. Addi tion of Another Target
Fi gure 13. Origin Renoving a Target
Fi gure 14. Target Deleting Itself
Fi gure 15. CONNECT Retransmi ssion after a Ti neout
Fi gure 16. Processi ng NOTI FY Messages .
Fi gure 17. Source Routing Option .
Fi gure 18. Typical H D Negotiation (No I\/UI ti castl ng)
Fi gure 19. Multicast H D Negotiation . .
Fi gure 20. Mul ti cast HI D Re-Negotiation
Fi gure 21. ST Header
Fi gure 22. ST Control I\/Bssage For rrat
Fi gure 23. ErroredPDU . . .
Fi gure 24. Fl owSpec & RF ovapec .
Fi gure 25. FreeH Ds .
Fi gure 26. Group & RG oup .
Fi gure 27. HD& RHD .
Fi gure 28. Mul ti cast Addr ess
Fi gure 29. Nanme & RNanme .
Fi gure 30. Next Hopl PAddr ess

Cl P Wrking G oup [ Page 4]

116
118
120
122
124
126
127

131

135

143

144

145

147

16
16
18
21
22
24
25
26

29
32
34

38
43
47
60
61
62
75
77
80

85
85
86

87
88



RFC 1190

Fi gure
Fi gure
Fi gure
Fi gure
Fi gure
Fi gure
Fi gure
Fi gure
Fi gure
Fi gure
Fi gure
Fi gure
Fi gure
Fi gure
Fi gure
Fi gure
Fi gure
Fi gure
Fi gure
Fi gure
Fi gure
Fi gure
Fi gure
Fi gure
Fi gure
Fi gure
Fi gure

31.
32.
33.
34.
35.
36.

38.
39.

41,
42,
43.

45.
46.
47.
48.
49,
50.

52.
53.
54.
55.
56.
57.

Cl P Wrking G oup

I nternet Stream Protocol

Oigin .

Origi nTi nesta

ReasonCode

Recor dRout e .

SrcRoute .

Tar get

Tar get Li st

UserData . . . .

ACCEPT Control Message

ACK Control Message . . . .
CHANGE- REQUEST Control Message
CHANGE Control Message .

CONNECT Control Message .

DI SCONNECT Control Message . . .
ERROR- | N- REQUEST Control Message .
ERROR- | N- RESPONSE Cont rol Message
HELLO Control Message e
H D- APPROVE Control Message .
HI D- CHANGE- REQUEST Control Message
H D- CHANGE Control Message .

H D- REJECT Control Message .

NOTI FY Control Message

REFUSE Control Message

STATUS Control Message . . .
STATUS- RESPONSE Control Message
Transm ssi on Order of Bytes
Significance of Bits

Cct ober 1990

[ Page 5]

88
89

94
95
97

98
101
102
103
105
109
110
111
112
113
114
115
117
119
121
123
125
126
147
147



RFC 1190 I nternet Stream Protocol Cct ober 1990

Fomemmeiianeanaiiaas +
| Conference Control
T +
Fomm - + --mm - oo +I
| Video | | Voice | | +----- + - + H----- + +o-- - + Application
| Appl | | Appl | | | SNMP| |Telnet| | FTP | ... | | Layer
S e + +-----a- + | H----- + +------ + oo - + S e +
| | | | | | |
v v | | | | |
R REL I . |
| PP | | NP | | | | | |
Fommnn + - + o+ | | |
|\ |\ \ | | | |
| e | | |
| Appl .| control V V \% \% \%
| ST data | +o---- + +o------ + +o---- +
| & control | | UDP | | TCP | . | Transport
| | +o-o o + Fomm oo + +o-o o + Layer
| /] /A I I
I [ ] 4o o] EEAPEEPE AR RS -+
|\ | |\ I I
AT R R i BEEEEREEEE RS
|\ || | \ | |
| v || | v | |
| oo ] |- o] e +
| | sSCwP | | | | | 1w | | | 1GW | | I nt er net
| +------ + 1 | SRR + SRR + Layer
| | || | | | | |
Y Y vV VvV Y Y Y Y Y
. S +
| STream protocol |->| I nt er net Pr ot ocol |
. +  emmemeemeeeeieieeeeiieimeaceieaaas +
A
| V7
| S
|\
| /7 V]
w w
e + e +
| (Sub-) Network |...]| (Sub-) Network | ('Sub-) Net wor k
| Pr ot ocol | | Pr ot ocol | Layer
e + eeeeemeeeaiaaas +

Figure 1. Protocol Relationships
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2. I ntroduction

ST has been devel oped to support efficient delivery of streamnms of
packets to either single or nultiple destinations in applications
requi ring guaranteed data rates and controll ed del ay characteristics.
The notivation for the original protocol was that IP [2] [15] did not
provide the delay and data rate characteristics necessary to support
voi ce applications.

ST is an internet protocol at the same layer as IP, see Figure 1. ST
differs fromlIP in that IP, as originally envisioned, did not require
routers (or internediate systens) to nmamintain state infornation
descri bing the streans of packets flow ng through them ST

i ncorporates the concept of streans across an internet. Every
intervening ST entity maintains state information for each stream
that passes through it. The streamstate includes forwarding

i nformation, including nulticast support for efficiency, and resource
i nformati on, which allows network or |ink bandwi dth and queues to be
assigned to a specific stream This pre-allocation of resources
al l ons data packets to be forwarded with | ow del ay, |ow overhead, and
a low probability of |loss due to congestion. The characteristics of
a stream such as the number and | ocation of the endpoints, and the
bandwi dth required, may be nodified during the lifetinme of the
stream This allows ST to give a real tinme application the
guar ant eed and predi ctabl e comuni cation characteristics it requires,
and is a good vehicle to support an applicati on whose conmuni cati ons
requirenents are relatively predictable.

ST proved quite useful in several early experinents that involved

voi ce conferences in the Internet. Since that tine, ST has al so been
used to support point-to-point streans that include both video and
voice. Recently, multinmedia conferencing applications have been
devel oped that need to exchange real -tinme voice, video, and pointer
data in a multi-site conferencing environnent. Miltinmedia
conferencing across an internet is an application for which ST

provi des ideal support. Sinulation and wargam ng applications [14]
al so place sinilar requirenents on the conmunication system O her
applications may include scientific visualization between a nunber of
wor kst ati ons and one or nore renote superconputers, and the
collection and distribution of real-tine sensor data fromrenote
sensor platforns. ST may al so be useful to support activities that
are currently supported by IP, such as bulk file transfer using TCP

Transport protocols above ST include the Packet Video Protocol (PVP)
[5] and the Network Voice Protocol (NVP) [4], which are end-to-end
protocol s used directly by applications. Oher transport |ayer
protocol s that nmay be used over ST include TCP [16], VMIP [3], etc.
They provide the user interface, flow control, and packet ordering.
This specification does not describe these higher |ayer protocols.
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2. 1. Maj or Di fferences Between ST and ST-|
ST-11 supports a wider variety of applications than did the
original ST. The differences between ST and ST-I1 are fairly

straight forward yet provide great inprovenents. Four of the nore
notabl e differences are:

1 ST-11 is decoupled fromthe Access Controller (AC). The
AC, as well as providing a rudimentary access contro
function, also served as a centralized repository and

di stributor of the conference information. If an ACis
necessary, it should be an entity in a higher |ayer
protocol. A large variety of applications such as

conferencing, distributed sinulations, and wargani ng can
be run without an explicit AC

2 The basic streamconstruct of ST-11 is a directed tree
carrying traffic awnay froma source to all the
destinations, rather than the original ST s omipl ex
structure. For exanple, a conference is conposed of a
nunber of such trees, one for traffic fromeach
participant. Although there are nore (sinplex) streams in
ST-11, each is nmuch sinpler to manage, so the aggregate is
much sinpler. This change has a mninal inpact on the
application.

3 ST-11 defines a nunber of the robustness and recovery
mechani sms that were left undefined in the original ST
specification. |In case of a network or ST Agent failure,
a streamnmay optionally be repaired automatically (i.e.
wi t hout intervention fromthe user or the application)
using a pruned depth first search starting at the ST Agent
i medi ately preceding the failure.

4 ST-11 does not nmake an inherent distinction between
streans connecting only two communi cants and streans anong
an arbitrary nunber of conmunicants.

This neno is the specification for the ST-11 Protocol. Since
there should be no ambiguity between the original ST specification
and the specification herein, the protocol is sinply called ST
hereafter.

ST is the protocol used by ST entities to exchange infornation.
The sanme protocol is used for comunication anong all ST entities,
whet her they comruni cate with a higher |ayer protocol or forward
ST packets between attached networks.

The renai nder of this section gives a brief overview of the ST
Protocol. Section 3 (page 17) provides a detailed description of
the operations required by the protocol. Section 4 (page 75)
provi des descriptions of the ST Protocol Data Units exchanged
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between ST entities. |ssues that have not yet been fully
addressed are presented in Section 5 (page 131). A glossary and
list of references are in Sections 6 (page 135) and 7 (page 143),
respectively.

This meno al so defines "subsets" of ST that can be inplenented. A
subsetted i npl enentati on does not have full ST functionality, but
it can interoperate with other simlarly subsetted

i mpl enentations, or with a full inplementation, in a predictable
and consistent manner. This approach allows an inplenentation to
be built and provide service with minimumeffort, and gives it an

i medi ate and well defined growth path.

2. 2. Concepts and Ter mi nol ogy

The ST packet header is not constrained to be conpatible with the
| P packet header, except for the |IP Version Nunber (the first four
bits) that is used to distinguish ST packets (IP Version 5) from

| P packets (I P Version 4). The ST packets, or protocol data units
(PDUs), can be encapsulated in IP either to provide connectivity
(possibly with degraded service) across portions of an internet
that do not provide support for ST, or to allow access to services
such as security that are not provided directly by ST

An internet entity that inplenents the ST Protocol is called an
"ST Agent". W refer to two kinds of ST agents: "host ST
agents", also called "host agents" and "internedi ate ST agents"”
also called "intermedi ate agents". The ST agents functioning as
hosts are sourcing or sinking data to a higher |ayer protocol or
application, while ST agents functioning as internedi ate agents
are forwardi ng data between directly attached networks. This
distinction is not part of the protocol, but is used for
conceptual purposes only. Indeed, a given ST agent may be

si mul t aneously perform ng both host and internediate roles. Every
ST agent shoul d be capable of delivering packets to a higher |ayer
protocol. Every ST agent can replicate ST data packets as
necessary for multi-destination delivery, and is able to send
packets whether received froma network interface or a higher

| ayer protocol. There are no other kinds of ST agents.

ST provides applications with an end-to-end flow oriented service
across an internet. This service is inplenented using objects
called "streans". ST data packets are not considered to be
totally independent as are | P data packets. They are transnitted
only as part of a point-to-point or point-to-multi- point stream
ST creates a streamduring a setup phase before data is
transmtted. During the setup phase, routes are selected and

i nternetwork resources are reserved. Except for explicit changes
to the stream the routes remain in effect until the streamis
explicitly torn down.

Cl P Wrking G oup [ Page 9]
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An ST streami s:

o the set of paths that data generated by an application
entity traverses on its way to its peer application
entity(s) that receive it,

0 the resources allocated to support that transm ssion of
data, and

0o the state information that is maintai ned describing that
transm ssi on of data.

Each streamis identified by a globally unique "Nanme"; see
Section 4.2.2.8 (page 87). The Nane is specified in ST contro
operations, but is not used in ST data packets. A set of streans
may be related as nenbers of a l|arger aggregate called a "group"
A group is identified by a "Group Nane"; see Section 3.7.3 (page
56) .

The end-users of a streamare called the "participants" in the
stream Data travels in a single direction through any given
stream The host agent that transmits the data into the streamis
called the "origin", and the host agents that receive the data are
called the "targets". Thus, for any streamone participant is the
origin and the others are the targets.

A streamis "multi-destination sinplex" since data travels across
it inonly one direction: fromthe originto the targets. A
stream can be viewed as a directed tree in which the origin is the
root, all the branches are directed away fromthe root toward the
targets, which are the leaves. A "hop" is an edge of that tree.
The ST agent that is on the end of an edge in the direction toward
the origin is called the "previous-hop ST agent", or the

"previous-hop". The ST agents that are one hop away from a
previ ous-hop ST agent in the direction toward the targets are
called the "next-hop ST agents", or the "next-hops". It is

possi ble that multiple edges between a previous-hop and severa
next - hops are actually inplenented by a network |evel nulticast

gr oup.

Packets travel across a hop for one of two purposes: data or
control. For ST data packet handling, hops are narked by "Hop

I Dentifiers" (H Ds) used for efficient forwarding instead of the
streamis Name. A HIDis negotiated anong several agents so that
data forwarding can be done efficiently on both a point-to-point
and nulticast basis. Al control nessage exchange is done on a
poi nt-to-point basis between a pair of agents. For contro
message handling, Virtual Link Identifiers are used to quickly
di spatch the control nessages to the proper stream s state

nmachi ne.
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ST requires routing decisions to be made at several points in the
stream setup and managenent process. ST assunes that an
appropriate routing algorithmexists to which ST has access; see
Section 3.8.1 (page 69). However, routing is considered to be a
separate issue. Thus neither the routing algorithmnor its

i npl enentation is specified here. A routing algorithmmy attenpt
to mninize the nunmber of hops to the target(s), or it may be nore
intelligent and attenpt to mininmize the total internet resources
consunmed. ST operates equally well with any reasonable routing
algorithm The availability of a source routing option does not
elimnate the need for an appropriate routing algorithmin ST
agents.

2. 3. Rel ati onshi p Between Applications and ST

It is the responsibility of an ST application entity to exchange
informati on anong its peers, usually via IP, as necessary to
determine the structure of the conmunication before establishing
the ST stream This includes

o identifying the participants,
0 determning which are targets for which origins,

o selecting the characteristics of the data fl ow between any
origin and its target(s),

o specifying the protocol that resides above ST,

o identifying the Service Access Point (SAP), port, or
socket relevant to that protocol at every participant, and

0 ensuring security, if necessary.

The protocol |ayer above ST nust pass such informati on down to the
ST protocol |ayer when creating a stream

ST uses a flow specification, abbreviated herein as "Fl owSpec", to
describe the required characteristics of a stream |ncluded are
bandwi dth, delay, and reliability parameters. Additiona
paraneters nay be included in the future in an extensibl e nmanner
The Fl owSpec describes both the desired values and their mininal

al | owabl e val ues. The ST agents thus have sonme freedomin

all ocating their resources. The ST agents accurul ate infornmation
that describes the characteristics of the chosen path and pass
that information to the origin and the targets of the stream

ST stream setup control messages carry sone information that is

not specifically relevant to ST, but is passed through the
interface to the protocol that resides above ST. The "next

Cl P Wrking G oup [ Page 11]



RFC 1190 I nternet Stream Protocol Cct ober 1990

protocol identifier" ("NextPcol") allows ST to denultiplex streans
to a nunmber of possible higher |layer protocols. The SAP

associ ated with each participant allows the higher |ayer protocol
to further demultiplex to a specific application entity. A
UserData paraneter is provided; see Section 4.2.2.16 (page 98).

2. 4. ST Control Message Protoco

ST agents create and nmanage a streamusing the ST Control Message
Protocol (SCWP). Conceptually, SCWVP resides i mediately above ST
(as does | CVMP above IP) but is an integral part of ST. Contro
nessages are used to:

0 create streans,
o refuse creation of a stream
0 delete a streamin whole or in part,
0 negotiate or change a streanmi s paraneters,
0 tear down parts of streans as a result of router or
network failures, or transient routing inconsistencies,
and
0 reroute around network or conponent failures.
SCWP follows a request-response nodel. SCVP reliability is
ensured through use of retransm ssion after tineout; see Section
3.7.6 (page 66).
An ST application that will transmt data requests its local ST
agent, the origin, to create a stream \VWile only the origin
requests creation of a stream all the ST agents fromthe origin
to the targets participate in its creation and nmanagenent. Since
a streamis sinplex, each participant that wishes to transnit data
must request that a stream be created

An ST agent that receives an indication that a streamis being
created nust:

1 negotiate a HHD with the previous-hop identifying the
stream

2 map the list of targets onto a set of next-hop ST agents
t hrough the routing function

3 reserve the local and network resources required to
support the stream
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4 update the FlowSpec, and

5 propagate the setup information and partitioned target
list to the next-hop ST agents.

When a target receives the setup nessage, it nust inquire fromthe
speci fied application process whether or not it is willing to
accept the stream and informthe origin accordingly.

Once a streamis established, the origin can safely send data. ST
and its inplenmentations are optimzed to allow fast and efficient
forwardi ng of data packets by the ST agents using the H Ds, even
at the cost of adding overhead to stream creation and nanagenent.
Specifically, the forwarding decisions, that is, determ ning the
set of next-hop ST agents to which a data packet belonging to a
particular streamw ||l be sent, are nade during the stream setup
phase. The shorthand HI Ds are negotiated at that tine, not only
to reduce the data packet header size, but to access efficiently
the streams forwardi ng i nformati on. Wen possible, network-Iayer
multicast is used to forward a data packet to nultiple next-hop ST
agents across a network. Note that when network-layer multicast
is used, all menbers of the nulticast group nust participate in
the negotiation of a cormon HI D

An established stream can be nodified by adding or del eting
targets, or by changing the network resources allocated to it. A
stream may be torn down by either the origin or the targets. A
target can renove itself froma streamleaving the others
unaffected. The origin can simlarly renove any subset of the
targets fromits streamleaving the remainder unaffected. An
origin can also renove all the targets fromthe stream and
elinmnate the streamin its entirety.

A streamis monitored by the involved ST agents. |If they detect a
failure, they can attenpt recovery. In general, this involves
tearing down part of the streamand rebuilding it to bypass the
fail ed conponent(s). The rebuilding always occurs fromthe origin
side of the failure. The origin can optionally specify whether
recovery is to be attenpted automatically by internediate ST
agents or whether a failure should imediately be reported to the
origin. |If automatic recovery is selected but an internedi ate
agent determines it cannot effect the repair, it propagates the
failure informati on backward until it reaches an agent that can
effect repair. |If the failure information propagates back to the
origin, then the application can decide if it should abort or
reattenpt the recovery operation
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Al t hough ST supports an arbitrary connection structure, we
recogni ze that certain streamtopol ogies will be common and
justify special features, or options, which allow for optinized
support. These incl ude:

0o streans with only a single target (see Section 3.6.2 (page
44)), and

0 pairs of streans to support full duplex comrunication
bet ween two points (see Section 3.6.3 (page 45)).

These features all ow the nost frequently occurring topologies to
be supported with | ess setup delay, with fewer control nessages,
and with | ess overhead than the nore general situations.

2. 5. Fl ow Specifications

Real time data, such as voice and video, have predictable
characteristics and nake specific demands of the networks that
must transfer it. Specifically, the data may be transnmitted in
packets of a constant size that are produced at a constant rate.
Al ternatively, the bandwi dth may vary, due either to variable
packet size or rate, with a predefined naxi mum and perhaps a
non-zero mninmum The variation may al so be predictabl e based on
sone nodel of how the data is generated. Depending on the

equi prent used to generate the data, the packet size and rate may
be negotiable. Certain applications, such as voice, produce
packets at the given rate only sone of the time. The networks
that support real tine data nust add mnimal delay and del ay
variance, but it is expected that they will be non-zero.

The FlowSpec is used for three purposes. First, it is used in the
setup nessage to specify the desired and mi ni mal packet size and
rate required by the origin. This information is used by ST
agents when they attenpt to reserve the resources in the

i nterveni ng networks. Second, when the setup nessage reaches the
target, the FlowSpec contains the packet size and rate that was
actual ly obtained along the path fromthe origin, and the accrued
mean del ay and del ay variance expected for data packets al ong that
path. This information is used by the target to determine if it

wi shes to accept the connection. The target nmay reduce reserved
resources if it wishes to do so and if the possibility is stil
available. Third, if the target accepts the connection, it
returns the updated Fl owSpec to the origin, so that the origin can
decide if it still wishes to participate in the streamwith the
characteristics that were actually obtained.
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When the data transnitted by streamusers is generated at varying
rates, including bursts of varying rate and duration, there is an
opportunity to provide service to nore subscribers by providing
guaranteed service for the average data rate of each stream and
reserving additional network capacity, shared anong all streans,
to service the bursts. This concept has been recogni zed by anal og
voi ce network providers leading to the principle of tinme assigned
speech interpolation (TASI) in which only the tal kspurts of a
speech conversation are transmitted, and, during silence periods,
the circuit can be used to send the tal kspurts of other
conversations. The FlowSpec is intended to assist algorithns that
performsinilar kinds of functions. W do not propose such

al gorithnms here, but rather expect that this will be an area for
experinmentation. To allow for experinments, and a range of ways
that application traffic mght be characterized, a "DutyFactor" is
i ncluded in the Fl owSpec and we expect that a "burst descriptor”
wi |l also be needed.

The FlowSpec will need to be revised as experience is gained with
connections involving numerous participants using nultiple nmedia
across heterogeneous internetworks. W feel a change of the

Fl owSpec does not necessarily require a new version of ST, it only
requires the FlowSpec version nunber be updated and software to
manage the new Fl owSpec to be distributed. W further suggest
that if the change to the Fl owSpec involves additional information
for inmproved operation, such as a burst descriptor, that it be
added to the end of the FlowSpec and that the current paraneters
be mai ntai ned so that obsolete software can be used to process the
current paraneters with mni mum nodi fications.
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3. ST Control Message Protocol Functional Description

This section contains a functional description of the ST Contro
Message Protocol (SCWP); Section 4 (page 75) specifies the formats of
the control message PDUs. W begin with a description of stream
setup. Mechanisnms used to deal with the exceptional cases are then
presented. Conplications due to options that an application or a ST
agent may select are then detailed. Once a stream has been
established, the data transfer phase is entered; it is described.
Once the data transfer phase has been conpleted, the stream nust be
torn down and resources rel eased; the control messages used to
performthis function are presented. The resources or participants
of a stream nay be changed during the lifetinme of the stream the
procedures to nmake changes are described. Finally, the section
concludes with a description of sonme ancillary functions, such as
failure detection and recovery, H D negotiation, routing, security,
etc.

To help clarify the SCVWP exchanges used to setup and naintain ST
streams, we have included a series of figures in this section. The
protocol interactions in the figures assunme the topol ogy shown in
Figure 2. The figures, taken together,

0 Create a streamfroman application at Ato three peers at B
C and D,

0 Add a peer at E

o Disconnect peers B and C, and

o0 D drops out of the stream

O her figures illustrate exchanges related to failure recovery.

In order to nmake the dispatch function within SCMP nore uniform and
efficient, each end of a hop is assigned, by the agent at that end, a
Virtual Link Identifier that uniquely (within that agent) identifies
the hop and associates it with a particular streanis state

machi ne(s). The ident